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Abstract. Language models represent a successful framework for many
Information Retrieval tasks: ad hoc retrieval, pseudo-relevance feedback
or expert finding are some examples. We present how language models
can compute effectively user or item neighbourhoods in a collaborative
filtering scenario (this idea was originally proposed in [14]). The exper-
iments support the applicability of this approach for neighbourhood-
based recommendation surpassing the rest of the baselines. Additionally,
the computational cost of this approach is small since language models
have been efficiently applied to large-scale retrieval tasks such as web
search.

1 Introduction

The goal of a recommender systems is to present relevant items to the users.
Given the increasing amount of information, recommendation techniques have
become crucial since they are able to alleviate the problem of information over-
load. These systems learn from the data provided by the users in order to satisfy
their information needs.

Several approaches to recommendation have been proposed [9]. In particular,
this work is focused on neighbourhood-based collaborative filtering techniques.
Collaborative filtering aims to recommend items exploiting the past interac-
tion between users and data [6,4]. These models are based on the wisdom of the
crowds because items are considered as black boxes: they only rely on the histor-
ical data of the users of the system to generate recommendations. Collaborative
filtering approaches can be divided in two main families: neighbourhood-based
(or memory-based) methods [6] and model-based methods [4]. Instead of learning
a predictive model from the data (as model-based methods do), neighbourhood-
based approaches directly employ part of the interactions of the users to compute
tailored suggestions. The main advantage of these models is their efficiency since
they do not usually require a training phase. However, they are based on groups
of users or items called user and item neighbourhoods, respectively. The most
common approach to calculate neighbourhoods is based on k-NN algorithm. This
technique assigns each user (or item) the k most similar users (or items) accord-
ing to a pairwise similarity metric (popular choices are Pearson’s correlation



coefficient and cosine similarity) [6]. Previous work has studied that different
similarities perform very differently on the top-N recommendation task [3].

2 Computing Neighbourhoods using Language Models

Language models (LM) have been extensively applied to several tasks within
the Information Retrieval field [15]. The first use of these models in retrieval was
proposed by Ponte and Croft when they presented the query likelihood model
to rank documents in the ad hoc retrieval task [8]. Additionally, they have been
used for other tasks such as query expansion via pseudo-relevance feedback (e.g.,
relevance-based language models [5]) or expert finding [1].

Language models are a formal approach that models a probability distri-
bution over the occurrences of words. Given a query, documents are ranked as
follows:

p(d|q) rank
= p(d) p(q|d) = p(d)

∏
t∈q

p(t|d)c(t,d) (1)

where the document prior p(d) is usually considered uniform. The probability
p(t|d) is estimated using a smoothed maximum likelihood estimate [15].

Following a recent and successful line of research of adapting Information Re-
trieval techniques to the recommendation [7,12,11,10,13], language models have
been adapted the occurrences of ratings on user or item profiles [14]. Instead of
inferring a language model for each document in the collection, we can formu-
late a language model for each user or item in the collection. In this way, the
similarity between the user u and a candidate neighbour v can be measured as:

p(v|u) rank
= p(v) p(u|v) = p(v)

∏
i∈Iu

p(i|v)ru,i (2)

where Iu are the items rated by user u and ru,i is the rating that the user u
gave to the item i. The item-based similarity can be derived analogously. The
conditional probabilities p(i|v) are computed using a smoothing method over
the maximum likelihood estimate of a multinomial distribution [12] with the
probability in the collection p(i|C). Table 1 describes these methods.

Method Expresion

Absolute Discounting (AD) pδ(i|u) = max(ru,i−δ,0)+δ |Iu| p(i|C)∑
j∈Iu

ru,j

Jelinek-Mercer (JM) pλ(i|u) = (1− λ) ru,i∑
j∈Iu

ru,j
+ λ p(i|C)

Dirichlet Priors (DP) pµ(i|u) = ru,i+µ p(i|C)
µ+

∑
j∈Iu

ru,j

Table 1: Smoothed estimates of LM for computing neighbourhoods where
p(i|C) =

∑
v∈U rv,i/

∑
j∈I, v∈U rv,j .
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Fig. 1: Comparison in terms of nDCG@10 among different strategies for com-
puting neighbourhoods. Recommendations are computed using WSR.

3 Experiments and Discussion

Using Weighted Sum Recommender (WSR [14]), a very simple and effective
neighbourhood-based top-N recommender, we compare the three estimations
of language models for computing neighbourhoods against Pearson and cosine
similarities in terms of ranking accuracy (measured with nDCG@10). Also, we
used RM1Sim [2] as a user-based baseline. We tested the user-based approach
on the MovieLens 100k dataset1 and the item-based approach on the R3-Yahoo!
collection2. Figure 1 shows the results of the experiments.

Cosine similarity is the strongest baseline while Pearson’s correlation coef-
ficient performs very poorly. However, with the appropriate parameter tuning,
Jelinek-Mercer and Dirichlet Priors methods can outperform cosine. Since the
R3-Yahoo! dataset is more sparse than MovieLens 100k, we need to put a higher
amount of smoothing to obtain good results. Additionally, the computational
complexity of these methods is linear in the size of the user (or item) profiles
which is the same as cosine or Pearson’s.

4 Conclusions and Future Work

We have presented how language models can compute user or item neighbour-
hoods in a collaborative filtering scenario. Using Jelinek-Mercer and Dirichlet
Priors smoothing methods, we can outperform all the baselines. Additionally,
this approach is efficient and can make use of inverted indexes and other data
structures used in Information Retrieval to deal with large-scale scenarios. We
have used a uniform estimate for the user and item priors. However, it would be
interesting to explore other estimates since prior probabilities have been recog-
nised as a useful way of improving recommendation quality [11].
1 https://grouplens.org/datasets/movielens
2 https://webscope.sandbox.yahoo.com/catalog.php?datatype=r

https://grouplens.org/datasets/movielens
https://webscope.sandbox.yahoo.com/catalog.php?datatype=r
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