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Abstract. Recently, Relevance-Based Language Models have been dem-
onstrated as an effective Collaborative Filtering approach. Nevertheless,
this family of Pseudo-Relevance Feedback techniques is computationally
expensive for applying them to web-scale data. Also, they require the use
of smoothing methods which need to be tuned. These facts lead us to
study other similar techniques with better trade-offs between effective-
ness and efficiency. Specifically, in this paper, we analyse the applicability
to the recommendation task of four well-known query expansion tech-
niques with multiple probability estimates. Moreover, we analyse the ef-
fect of neighbourhood length and devise a new probability estimate that
takes into account this property yielding better recommendation rank-
ings. Finally, we find that the proposed algorithms are dramatically faster
than those based on Relevance-Based Language Models, they do not have
any parameter to tune (apart from the ones of the neighbourhood) and
they provide a better trade-off between accuracy and diversity/novelty.

Keywords: Recommender Systems, Collaborative Filtering, Query Expansion,
Pseudo-Relevance Feedback.

1 Introduction

Recommender systems are recognised as a key instrument to deliver relevant
information to the users. Although the problem that attracts most attention
in the field of Recommender Systems is accuracy, the emphasis on efficiency is
increasing. We present new Collaborative Filtering (CF) algorithms. CF methods
exploit the past interactions betweens items and users. Common approaches to
CF are based on nearest neighbours or matrix factorisation [17]. Here, we focus
on probabilistic techniques inspired by Information Retrieval methods.

A growing body of literature has been published on applying techniques
from Information Retrieval to the field of Recommender Systems [1,5,14,19–21].
These papers model the recommendation task as an item ranking task with an
implicit query [1]. A very interesting approach is to formulate the recommenda-
tion problem as a profile expansion task. In this way, the users’ profiles can be



expanded with relevant items in the same way in which queries are expanded
with new terms. An effective technique for performing automatic query expan-
sion is Pseudo-Relevance Feedback (PRF). In [4, 14, 18], the authors proposed
the use of PRF as a CF method. Specifically, they adapted a formal probabilis-
tic model designed for PRF (Relevance-Based Language Models [12]) for the CF
recommendation task. The reported experiments showed a superior performance
of this approach, in terms of precision, compared to other recommendation meth-
ods such as the standard user-based neighbourhood algorithm, SVD and several
probabilistic techniques [14]. These improvements can be understood if we look
at the foundations of Relevance-Based Language Models since they are designed
for generating a ranking of terms (or items in the CF task) in a principled
way. Meanwhile, others methods aim to predict the users’ ratings. However, it is
worth mentioning that Relevance-Based Language Models also outperform other
probabilistic methods that focus on top-N recommendation [14].

Nevertheless, the authors in [14] did not analyse the computational cost of
generating recommendations within this probabilistic framework. For these rea-
sons, in this paper we analyse the efficiency of the Relevance-Based Language
Modelling approach and explore other PRF methods [6] that have a better trade-
off between effectiveness and efficiency and, at the same time, do not require any
type of smoothing as it is required in [14].

The contributions of this paper are: (1) the adaptation of four efficient
Pseudo-Relevance Feedback techniques (Rocchio’s weights, Robertson Selection
Value, Chi-Squared and Kullback-Leibler Divergence) [6] to CF recommenda-
tion, (2) the conception of a new probability estimate that takes into account
the length of the neighbourhood in order to improve the accuracy of the rec-
ommender system and (3) a critical study of the efficiency of these techniques
compared to the Relevance-Based Language Models as well as (4) the analysis
of the recommenders from the point of view of the ranking quality, the diversity
and the novelty of the suggestions. We show that these new models improve
the trade-off between accuracy and diversity/novelty and provide a fast way for
computing recommendations.

2 Background

The first paper on applying PRF methods to CF recommendation established an
analogy between the query expansion and the recommendation tasks [14]. The
authors applied Relevance-Based Language Models [12] outperforming state-of-
the-art methods. Next, we describe the PRF task and its adaptation to CF.

Pseudo-Relevance Feedback (PRF) is an automatic technique for improving
the performance of a text retrieval system. Feedback information enables to
improve the quality of the ranking. However, since explicit feedback is not usually
available, PRF is generally a good alternative. This automatic query expansion
method assumes that the top retrieval results are relevant. This assumption is
reasonable because the goal of the system is to put the relevant results in the
top positions of the ranking. Given this pseudo-relevant set of documents, the



system extracts from them the best term candidates for query expansion and
performs a second search with the expanded query.

The goal of a recommender is to choose for each user of the system (u ∈ U)
items that are relevant from a set of items (I). Given the user u, the output of
the recommender is a personalised ranked list Lku of k elements. We denote by
Iu the set of items rated by the user u. Likewise, the set of users that rated the
item i is denoted by Ui.

The adaptation of the PRF procedure for the CF task [14] is as follows.
Within the PRF framework, the users of the system are analogous to queries in
IR. Thus, the ratings of the target user act as the query terms. The goal is to
expand the original query (i.e., the profile of the user) with new terms that are
relevant (i.e., new items that may be of interest to the user). For performing the
query expansion process, it is necessary a pseudo-relevant set of documents, from
which the expansion terms are extracted. In the context of recommender systems,
the neighbours of the target user play the role of pseudo-relevant documents.
Therefore, similar users are used to extract items that are candidates to expand
the user profile. These candidate items conform the recommendation list.

Parapar et al. [14] experimented with both estimates of the Relevance-Based
Language Models [12]: RM1 and RM2. However, as Eqs. 1 and 2 shows, they are
considerably expensive. For each user u, they compute a relevance model Ru and
they estimate the relevance of each item i under it, p(i|Ru). Vu is defined as the
neighbourhood of the user u. The prior probabilities, p(v) and p(i), are consid-
ered uniform. In addition, the conditional probability estimations, pλ(i|v) and
pλ(j|v), are obtained interpolating the Maximum Likelihood Estimate (MLE)
with the probability in the collection using Jelinek-Mercer smoothing controlled
by the parameter λ (see Eq. 3). More details can be found in [14].

RM1 : p(i|Ru) ∝
∑
v∈Vu

p(v)pλ(i|v)
∏
j∈Iu

pλ(j|v) (1)

RM2 : p(i|Ru) ∝ p(i)
∏
j∈Iu

∑
v∈Vu

pλ(i|v)p(v)
p(i)

pλ(j|v) (2)

pλ(i|u) = (1− λ) ru,i∑
j∈Iu ru,j

+ λ

∑
u∈U ru,i∑

u∈U, j∈I ru,j
(3)

3 New Profile Expansion Methods

Next, we describe our PRF proposals for item recommendation based on well-
known methods in the retrieval community [6,23] that were never applied to CF.
For each user, the following PRF methods assign scores to all the non-rated items
of the collection. Neighbourhoods, Vu, are computed using k Nearest Neighbours
(k-NN) and C denote the whole collection of users and items.



Rocchio’s Weights This method is based on the Rocchio’s formula [16]. The
assigned score is computed as the sum of the weights for each term of the pseudo-
relevant set. This approach promotes highly rated items in the neighbourhood.

pRocchio(i|u) =
∑
v∈Vu

rv,i
|Vu|

(4)

Robertson Selection Value (RSV) The Robertson Selection Value (RSV)
[15] technique computes a weighted sum of the item probabilities in the neigh-
bourhood. The estimation of these probabilities is described below in this section.

pRSV (i|u) = p(i|Vu)
∑
v∈Vu

rv,i
|Vu|

(5)

Chi-Squared (CHI-2) This method roots in the chi-squared statistic [6]. The
probability in the neighbourhood plays the role of the observed frequency and
the probability in the collection is the expected frequency.

pCHI−2(i|u) =
(
p(i|Vu)− p(i|C)

)2
p(i|C)

(6)

Kullback-Leibler Divergence (KLD) KLD is a non-symmetric measure for
assessing the relative entropy between two probability distributions. Carpineto
et. al proposed its use for PRF [6] obtaining good results in the text retrieval
task. The idea behind this method is to choose those terms of the pseudo-relevant
set which diverge more from the collection in terms of entropy.

pKLD(i|u) = p(i|Vu) log
p(i|Vu)
p(i|C)

(7)

From their equations, we can observe that the complexity of these methods is
notably smaller than RM1 and RM2 and are parameter-free. These item ranking
functions (except Rocchio’s Weights) use probability estimations, p(i|Vu) and
p(i|C). We compute these probabilities using the Maximum Likelihood Estimate
(MLE) under a multinomial distribution of X. We represent by UX the set of
users that rated the items from the set X. Likewise, IX denotes the set of items
that were rated by the users of the set X.

pMLE(i|X) =

∑
u∈UX ru,i∑

u∈UX , j∈IX ru,j
(8)

4 Neighbourhood Length Normalisation

When we use a hard clustering algorithm, the number of users in each cluster
is variable. Even algorithms such as k-NN can lead to neighbourhoods with



different sizes: a similarity measure based on the common occurrences among
users may not be able to find k neighbours for all users when k is too high or
when the collection is very sparse—we consider that a neighbour should have at
least one common item. In these cases, the information of the neighbourhood is
even more important since the user differs strongly from the collection. In IR, this
situation would be associated with difficult queries that returned a very limited
amount of documents. Therefore, the information of the relevant set should be
promoted whilst the global collection information should be demoted.

We incorporated this intuition into the recommendation framework adding
a bias to the probability estimate. Thus, we normalise the MLE by dividing the
estimate by the number of users in the population as follows:

pNMLE(i|X)
rank
=

1

|UX |

∑
u∈UX ru,i∑

u∈UX , j∈IX ru,j
(9)

This improvement does not make sense for the RSV item ranking function
because the ranking would be the same (the scores will be rescaled by a constant);
however, it can be useful for CHI-2 and KLD methods as it can be seen in Sec. 5.

5 Evaluation

We used three film datasets from GroupLens1: MovieLens 100k, MovieLens 1M
and MovieLens 10M, for the efficiency experiment. Additionally, we used the
R3-Yahoo! Webscope Music2 dataset and the LibraryThing3 book collection for
the effectiveness tests. The details of the collections are gathered in Table 1. We
used the splits provided by the collections. However, since Movielens 1M and
LibraryThing do not offer predefined partitions, we selected 80% of the ratings
of each user for the training subset whilst the rest is included in the test subset.

5.1 Evaluation methodology

In CF evaluation, a great variety of metrics have been applied. Traditionally,
recommenders were designed as rating predictors and, thus, the evaluation was
based on error metrics. However, there is a consensus among the scientific com-
munity that it is more useful to model recommendation as a ranking task (top-N
recommendation) which leads to the use of precision-oriented metrics [2,10,13].
In addition, it was stated that not only accuracy but diversity and novelty are
key properties of the recommendations [10]. For this reason, in this study we use
metrics for these aspects.

We followed the TestItems approach described by Bellogín et al. [2] for es-
timating the precision of the recommendations. For each user, we compute a
ranking for all the items having a test rating by some user and no training
1 http://grouplens.org/datasets/movielens/
2 http://webscope.sandbox.yahoo.com
3 http://www.macle.nl/tud/LT/

http://grouplens.org/datasets/movielens/
http://webscope.sandbox.yahoo.com
http://www.macle.nl/tud/LT/


Table 1: Datasets statistics
Dataset Users Items Ratings Density

MovieLens 100k 943 1682 100,000 6.305%
MovieLens 1M 6,040 3,952 1,000,209 4.190%
MovieLens 10M 71,567 10,681 10,000,054 1.308%
R3-Yahoo! 15,400 1,000 365,703 2.375%
LibraryThing 7,279 37,232 749,401 0.277%

rating by the target user. It has been acknowledged that considering non-rated
items as irrelevant may underestimate the true metric value (since non-rated
items can be of interest to the user); however, it provides a better estimation of
the recommender quality [2, 13].

The employed metrics are evaluated at a specified cut-off rank, i.e., we con-
sider only the top k recommendations of the ranking for each user because these
are the ones presented to the user. For assessing the quality of the ranking we
employed nDCG. This metric uses graded relevance of the ratings for judging the
ranking quality. Values of nDGG increases when highly relevant documents are
located in the top positions of the ranking. We used the standard formulation
as described in [22]. We also employed the complement of the Gini index for
quantifying the diversity of the recommendations [9]. The index is 0 when only
a single item is recommended for every user. On the contrary, a value of 1 is
achieved when all the items are equally recommended among the users. Finally,
to measure the ability of a recommender system to generate unexpected recom-
mendations, we computed the mean self-information (MSI) [25]. Intuitively, the
value of this metric increases when unpopular items are recommended.

5.2 Baselines

To assess the performance of the proposed recommendation techniques, we chose
a representative set of state-of-the-art recommenders. We used a standard user-
based neighbourhood CF algorithm (labelled as UB): the neighbours are com-
puted using k-NN with Pearson’s correlation as the similarity measure [8]. We
also tested Singular Value Decomposition (SVD), a matrix factorisation tech-
nique which is among the best methods for rating prediction [11]. Additionally,
we included an algorithm which has its roots in the IR probabilistic modelling
framework [20], labelled as UIR-Item. Finally, as the strongest baselines, we chose
the RM1 and RM2 models [14]. Instead of employing Jelinek-Mercer smoothing
as it was originally proposed [14], we used Absolute Discounting because recent
studies showed that it is more effective stable than Jelinek-Mercer [18].

5.3 Efficiency experiment

The principal motivation for this work was to propose more efficient PRF rec-
ommendation techniques than RM1 and RM2. To assess the efficiency of our
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Fig. 1: Recommendation time per user (in logarithmic scale) using UIR-Item
(UIR), RM1, RM2, RSV, Rocchio’s Weights (RW), CHI-2 and KLD algorithms
with NMLE as the probability estimate on the MovieLens 100k, 1M and 10M
collections.

proposals, we measured the user recommendation times on the MovieLens 100k,
1M and 10M datasets. The neighbourhoods are precomputed using k-NN with
Pearson’s correlation and k = 100. Since the time of computing the neighbours
is common to each method, we can ignore it. We measured the algorithms in a
desktop computer with an Intel i7-4790 @3.60GHz and 16 GB DDR3 1600 MHz.

Figure 1 illustrates the recommendation times on the three datasets. We
report times (in logarithmic scale) for UIR-Item, RM1, RM2, RSV, Rocchio’s
Weights, CHI-2 and KLD. These results demonstrate that the proposed new
methods are dramatically faster than RM1 and RM2 (our proposals obtain
speed-ups up to 200x) meanwhile the variations in time among our proposed
methods are small. Additionally, the differences in time between the probabil-
ity estimates (MLE and NMLE) are insignificant. We do not report the rec-
ommendation time of UIR-Item on the MovieLens 10M collection because its
performance was so poor that the experiment did not finish in a week.

5.4 Effectiveness experiment

We present now the results of our methods as well as the baselines on the Movie-
Lens 100k, Movielens 1M, R3-Yahoo! and LibraryThing collections. We used k-
NN with Pearson’s similarity for computing the neighbourhoods and we tuned
k from 50 to 950 neighbours (in steps of 50) for each method in the MovieLens
100k dataset. Those values were then used in the rest of the collections. We also
tuned the number of latent factors of SVD and the λ parameter of UIR-Item.
All parameters were tuned in order to optimise nDCG@10 using cross-validation
with the five folders provided by the MovieLens 100k collection. In order to fa-
cilitate the reproducibility of these experiments we show, for each method, the
optimal values for the tuned parameters in Table 2.



Table 2: Values of nDCG@10 for each recommender approach. Statistically sig-
nificant improvements according to Wilcoxon Test (p < 0.05) with respect to
the baselines UB, SVD, UIR-Item, RM1, RM2 are superscripted with a, b, c,
d and e, respectively. The complementary statistically significant decreases are
subscripted in the same way. The values in bold indicate the best recommender
for the each dataset. The values underlined are not statistically different from
the best value.
Algorithm Tuned param. ML 100k ML 1M R3-Yahoo! LibraryThing

UB k = 50 0.0468bcde 0.0313bcde 0.0108cde 0.0055bcde
SVD factors = 400 0.0936acde 0.0608acde 0.0101cde 0.0015acde
UIR-Item λ = 0.5 0.2188abde 0.1795abde 0.0174abde 0.0673abde

RM1 k = 400, δ = 0.1 0.2473abce 0.1402abce 0.0146abce 0.0444abce
RM2 k = 550, δ = 0.1 0.3323abcd 0.1992abd 0.0207abcd 0.0957abcd

Rocchio’s Weights k = 600 0.2604abcde 0.1557abdce 0.0194abcde 0.0892abcde

RSV MLE k = 600 0.2604abcde 0.1557abdce 0.0194abcde 0.0892abcde

KLD MLE k = 850 0.2693abcde 0.1264abcde 0.0197abcd 0.1576abcde

NMLE k = 700 0.3120abcde 0.1546abcde 0.0201abcd 0.1101abcde

CHI-2 MLE k = 500 0.0777abcde 0.0709abcde 0.0149abce 0.0939abcd

NMLE k = 700 0.3220abcde 0.1419abcde 0.0204abcd 0.1459abcde

The obtained nDCG@10 values are reported in Table 2 with statistical signif-
icance tests (two-sided Wilcoxon test with p < 0.05). Generally, RM2 is the best
recommender algorithm as it was expected—better probabilistic models should
lead to better results. Nevertheless, it can be observed that in the R3-Yahoo!
dataset, the best nDCG values of our efficient PRF methods are not statistically
different from RM2. Moreover, in the LibraryThing collection, many of the pro-
posed models significantly outperform RM2 with important improvements. This
may be provoked by the sparsity of the collections which leads to think that RM2
is too complex to perform well under this more common scenario. Additionally,
although we cannot improve the nDCG figures of RM2 on the MovieLens 100k,
we significantly surpass the other baselines.

In most of the cases, the proposals that use collection statistics (i.e., KLD and
the CHI-2 methods) tend to perform better than those that only use neighbour-
hood information (Rocchio’s Weights and RSV). Regarding the proposed neigh-
bourhood length normalisation, the experiments show that NMLE improves the
ranking accuracy compared to the regular MLE in the majority of the cases.
Thus, the evidence supports the idea that the size of the users’ neighbourhoods
is an important factor to model in a recommender system.

Now we take the best baselines (UIR-Item and RM2) and our best proposal
(CHI-2 with NMLE) in order to study the diversity and novelty of the top ten
recommendations. Note that we use the same rankings which were optimized for
nDCG@10. The values of Gini@10 and MSI@10 are presented in Tables 3 and 4,
respectively. In the case of Gini, we cannot perform paired significance analysis
since it is a global metric.



Table 3: Gini@10 values of UIR-Item, RM2 and CHI-2 with NMLE (optimised for
nDCG@10). Values in bold indicate the best recommender for the each dataset.
Significant differences are indicated with the same criteria as in Table 2.

Algorithm ML 100k ML 1M R3-Yahoo! LibraryThing

UIR-Item 0.0124 0.0050 0.0137 0.0005
RM2 0.0256 0.0069 0.0207 0.0019
CHI-2 NMLE 0.0450 0.0106 0.0506 0.0539

Table 4: MSI@10 values of UIR-Item, RM1, RM2 and CHI-2 with NMLE (op-
timised for nDCG@10). Values in bold indicate the best recommender for the
each dataset. Significant differences are indicated with the same criteria as in
Table 2.

Algorithm ML 100k ML 1M R3-Yahoo! LibraryThing

UIR-Item 5.2337e 8.3713e 3.7186e 17.1229e
RM2 6.8273c 8.9481c 4.9618c 19.27343c

CHI-2 NMLE 8.1711ec 10.0043ec 7.5555ec 8.8563

We observe that CHI-2 with NMLE generates more diverse recommendations
than RM2, which is the strongest baseline in terms of nDCG. Also, CHI-2 with
NMLE presents good novelty figures except for the LibraryThing collection.
However, as we mentioned before, the performance of RM2 on the LibraryThing
dataset is quite poor in terms of nDCG compared to the other models. It is easy
to improve diversity and novelty decreasing the accuracy values [25]; however, we
aim for an effective method in terms of all the metrics. In summary, the results
showed that CHI-2 with NMLE is among the best performing studied methods
with a good trade-off between accuracy and diversity/novelty.

The advantages in terms of the trade-offs among ranking precision and di-
versity and novelty are reported in Fig. 2 where we present the G-measure for
both relations when varying the size of the neighbourhood. The G-measure is
the geometric mean of the considered metrics which effectively normalizes the
true positive class (in this case, relevant and diverse or relevant and novel). In
this particular scenario, the use of other kind of means is not appropriate [7]
due to the strong dependency and the difference in scale among the analysed
variables. In the graphs, we observe that with values of k > 400, our proposal
is even better than the strongest baseline, RM2, for both trade-offs. Therefore,
we presented a competitive method in terms of effectiveness which is up to 200
times faster than previous PRF algorithms for CF.

6 Related Work

Exploring Information Retrieval (IR) techniques and applying them to Recom-
mender Systems is an interesting line of research. In fact, in 1992, Belkin and
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Fig. 2: Values of the G-measure in the MovieLens 100k collection plotted against
the size of the neighbourhood (k), for the nDCG@10-MSI@10 (left) and the
nDCG@10-Gini@10 (right) trade-offs.

Croft already stated that Information Retrieval and Information Filtering (IF)
are two sides of the same coin [1]. Recommenders are automatic IF systems: their
responsibility lies in selecting relevant items for the users. Consequently, besides
the work of Parapar et al. on applying Relevance-Based Language Models to
CF recommendation [14], there is a growing amount of literature about different
approaches that exploit IR techniques for recommendation [5, 19–21].

Wang et al. derived user-based and item-based CF algorithms using the clas-
sic probability ranking principle [20]. They also presented a probabilistic rel-
evance framework with three models [21]. Also, Wang adapted the language
modelling scheme to CF using a risk-averse model that penalises less reliable
scores [19].

Another approach is the one formulated by Bellogín et al. [5]. They devised
a general model for unifying memory-based CF methods and text retrieval al-
gorithms. They show that many IR methods can be used within this framework
obtaining better results than classic CF techniques for the item ranking task.

Relevance-Based Language Models were also adapted to CF in a different
manner. Bellogín et al. [4] formulate the formation of user neighbourhoods as a
query expansion task. Then, by using the negative cross entropy ranking princi-
ple, they used the neighbours to compute item recommendations.

7 Conclusions and Future Work

Since Relevance Models [12] are an effective tool for item recommendation [14],
the aim of this work was to assess if other faster PRF methods could be used
for the same task. The results of this investigation revealed that, indeed, simpler
and more efficient PRF techniques are suitable for this CF task. We have car-
ried out experiments that showed that the proposed recommendation algorithms
(Rocchio’s Weigths, RSV, KLD and CHI-2) are orders of magnitude faster than
the Relevance Models for recommendation. These alternatives offer important
improvements in terms of computing time while incurring, in some cases, in a
modest decrease of accuracy. Furthermore, these methods lack of parameters:



they only rely on the neighbourhood information. In a large-scale scenario, a
speed-up of 200x can lead to notable savings in computational resources.

In terms of ranking accuracy, various methods achieve statistically compa-
rable performance to RM2 in several datasets and they even outperform all the
baselines in one collection. Additionally, if we analyse the diversity and novelty
figures, we can conclude that the proposed models offer more novel and diverse
recommendations than RM2. Additionally, the empirical findings of this study
support the idea of neighbourhood length normalisation that we introduced into
the Maximum Likelihood Estimate. Overall, we can conclude that CHI-2 with
NMLE provide highly precise and fast recommendations with a good trade-off
between accuracy and diversity/novelty.

We think that exploring other state-of-the-art PRF techniques such as Di-
vergence Minimization Models or Mixture Models [24] for recommendation may
be a fruitful area for further research.

Moreover, a future study investigating different techniques for generating
neighbourhoods would be very interesting. In this paper, we employed k-NN al-
gorithm because of its efficiency. Nevertheless, exploring other clustering meth-
ods may produce important improvements. For example, the combination of
Relevance-Based Language Models with Posterior Probability Clustering, a type
of non-negative matrix factorisation, has been proved to generate highly precise
recommendations [14]. Similarly, it may be of interest the use of Normalised Cut
(a spectral clustering method) since it has been reported that it improves the
effectiveness of the standard neighbourhood-based CF algorithms [3].
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