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Abstract. In this paper, we present PRIN, a probabilistic collaborative
filtering approach for top-N recommendation. Our proposal relies on con-
tinuous bag-of-words (CBOW) neural model. This fully connected feed-
forward network takes as input the item profile and produces as output
the conditional probabilities of the users given the item. With that in-
formation, our model produces item recommendations through Bayesian
inversion. The inversion requires the estimation of item priors. We pro-
pose different estimates based on centrality measures on a graph that
models user-item interactions. An exhaustive evaluation of this proposal
shows that our technique outperforms popular state-of-the-art baselines
regarding ranking accuracy while showing good values of diversity and
novelty.

Keywords: Collaborative filtering · Neural models · Centrality mea-
sures

1 Introduction

In recent years, the way users interact with different services has shifted from a
proactive approach, where users were actively looking for content, to one where
users play a more passive role receiving content suggestions. This transformation
has been possible thanks to the advances in the field of Recommender Systems
(RS). These models produce personalized item recommendations based on user-
item past interactions.

Approaches to item recommendation are usually classified in three families
[2]. The first algorithms, content-based systems, use item metadata to produce
tailored recommendations [13]. The second family, collaborative filtering (CF),
exploits the past interactions of the users with the items to compute recommen-
dations [21,26]. These interactions can be ratings, clicks, purchases, reproduc-
tions, etc. The third family, hybrid systems, combines techniques from the other
two approaches to generate recommendations.

Collaborative filtering algorithms, which is the focus of this paper, can, in
turn, be divided into two types. Model-based techniques, which build predic-
tive models from the interaction data, and neighborhood-based techniques [26]
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(also called memory-based methods), which exploit past interactions directly.
Neighborhood-based techniques rely on similar users or items, the neighbor-
hoods, to compute the recommendations.

In this paper, we address the item recommendation task by proposing a
model-based collaborative filtering technique. Our method is inspired by a word
embedding model recently developed in the field of Natural Language Process-
ing: the continuous bag-of-words (CBOW) model. Word embedding models are
capable of learning word representations that take the form of dense vectors,
called embeddings. Embeddings have much lower dimensionality than tradi-
tional sparse one-hot and bag-of-words representations and, moreover, are effec-
tive state-of-the-art methods in several tasks [24,25,22]. In particular, word2vec
[24,25] has attracted great attention because of their efficiency and effectiveness.
This tool provides two different models for generating word embeddings: the
continuous bag-of-words model, which is designed to predict a word given its
context, and the skip-gram model, which aims to predict the context of a word.
When working on textual data, the context of a word in a document is composed
of the surrounding words inside a fixed window.

In this paper, we propose PRIN, Probabilistic Recommender with Item Priors
and Neural Models, a novel probabilistic model for the top-N recommendation
task. PRIN uses the neural network topology of the CBOW model. However,
instead of generating embeddings, we use the network to compute the conditional
probabilities of the users given an item. Our probabilistic model requires the
estimation of item prior probabilities to perform the Bayesian inversion of the
conditional probabilities. To compute these item priors, we develop a graph-
based interpretation of the user-item interactions. Over that graphs, we propose
several estimates of item priors based on well-known graph centrality measures.

One additional advantage of the PRIN model is that it can be computed by
leveraging current word2vec CBOW implementations. Moreover, our adaptation
is even able to incorporate graded preference values (such as ratings) into the
neural model.

Experiments are conducted on three datasets from different domains, with
distinct sizes and sparsity figures. We show that our model can outperform sev-
eral state-of-the-art collaborative baselines in ranking accuracy while maintain-
ing good values of novelty and diversity. Moreover, PRIN inherits the efficiency
and scalability of the CBOW model. For the sake of reproducibility, we also
make our software publicly available1.

2 Related Work

In this section, we present previous work on embeddings models, initially pro-
posed in Natural Language Processing and nowadays commonly used in Recom-
mender Systems. After that, we introduce graph centrality measures, whose aim
is to reveal the importance of a node in a graph.

1 https://gitlab.irlab.org/alfonso.landin/prin
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2.1 Embeddings models

Word and documents were traditionally represented using sparse high-dimen-
sional vectors based on one-hot and bags-of-words (BOW [16]) models. However,
nowadays, neural embedding methods provide more effective fixed-length dense
vector representations [24,25,28]. In particular, the word2vec tool [24,25] im-
plements efficient estimations of the continuous bag-of-words (CBOW) and the
skip-gram (SG) word embedding models. While the SG model aims to predict
the surrounding words within a fixed window, the CBOW model predicts the
actual word given the surrounding words [24]. The neural network architecture
of these models is the same: a fully connected feedforward network with a single
hidden layer. The size of the input and output layers is the size of the vocab-
ulary, and the size of the hidden layer size is given by the desired number of
dimensions of the embeddings.

Our proposal approaches the recommendation task from a different perspec-
tive than previous efforts that used embedding models in collaborative filtering.
In particular, the SG model has been previously adapted in [14] and [3] for the
generation of item embeddings. In both cases, the methods discard the model
once trained, and the embeddings are merely used with some memory-based
techniques in the case of [14] and for category classification in [3]. In our pro-
posal, we use the output of the neural model in combination with the item priors
to produce the ranking of recommended items for a user in a model-based ap-
proach. Moreover, previous approaches do not tackle graded preference into the
training process but use the data in a binarized form.

2.2 Centrality measures

The importance of a node in a graph has been a subject of study for a long time.
Researchers started exploring the dynamics in social groups from a mathematical
perspective [34,9]. With this objective in mind, graphs were proposed to model
the groups and the relations between their members. Finding the influence of a
user has been reduced to the problem of measuring the importance of a node
inside the social graph. Research from Bavelas [4] or Katz [19] in the early 50s
showed the first attempts of defining centrality measures that can capture this
property of the nodes of a graph. With the emergence of the World Wide Web,
centrality measures were once again bought to the forefront as a way to analyze
the graph formed by the pages contained within it. In this context, PageRank
[27] and HITS [20] were defined.

Graph representations of collaborative filtering data has been previously used
in tasks such as neighborhood selection for memory-based recommenders [7].
Centrality measures have also been used in the recommendation field, especially
in social-based recommender systems since they exploit the social relationships
between users [5,15]. In contrast, in our work, we use centrality measures to com-
pute prior probabilities over items, taking advantage of their ability to capture
the importance of the items in the whole graph.
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3 Proposal

In this section we present our probabilistic recommender, PRIN, explaining how
we train it and how the model computes the recommendations. A brief introduc-
tion to the notation used to present the model precedes this description. Lastly,
we include some comments on the implementation details.

3.1 Notation

We denote the set of users of the systems as U and the set of items as I. For a
user u ∈ U and an item i ∈ I, we use ru,i to indicate the rating given by u to
i, having a value of zero in case the user did not rate the item. The set of items
rated by a user u is represented by Iu and the set of users that have rated an
item i is denoted by Ui.

3.2 Probabilistic recommender with neural model

The idea behind word embedding models is that both words occurring close to
each other, inside a window of fixed length, or words that appear in different
sentences surrounded by the same words are similar. We postulate that this also
applies to collaborative filtering data.

We propose a probabilistic model based on the adaptation of the continuous
bag-of-words (CBOW) model for the task of top-N recommendation. The CBOW
model predicts a word given its context, defined by the surrounding words inside
a fixed-length window [24]. In our scenario, users play the role of words and item
profiles that of documents, defining an item profile as the set of users that have
rated it. We choose the CBOW model for two main reasons. On the one hand, its
efficiency is superior to the skip-gram model [24]. On the other hand, we think
the task of finding if a user fits inside an item profile is more natural for the
recommendation task than the skip-gram objective of finding the context that
fits a user.

Figure 1 presents the architecture of the model, inspired by the CBOW neural
model. The output of the network is the target user, and the input is its context,
i.e. the item profile without the user. For a particular item i and target user u
the input consists of the input context vectors {x1, . . . ,xu−1,xu+1, . . . ,x|Ui|},
that are all the users that rated the item except user u, with |Ui| being the
number of users that have rated item i. These vectors are encoded using a one-
hot representation. For user v, xv is a vector of the form {xv1, . . . , xv|U|}, where
all components are zero except the v-th component which is one and |U| is the
number of users in the dataset. This way the training examples are created from
the item profiles, being able to generate |Ui| training examples for each item
profile, one example for each user in the item profile.

The amount of units in the hidden layer, d, is a hyperparameter of the model
that determines the dimension of the embeddings. These units have a linear
activation function. We use the matrix W ∈ R|U|×d to denote the weights of
the connections between the input layer and the hidden layer. Each row of the
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Fig. 1. Architecture of the model. The input layer consists of the aggregation of
|Ui| − 1 one-hot encoded vectors, each vector of dimension |U|, the hidden layer has
d units and the output layer has |U| units.

matrix, vv, corresponds to the input embedding vector of dimension d of the
user v. The output of the hidden layer for the target user u, hu, is computed
by averaging the embeddings of the input users corresponding to the context,
weighted by the rating given by the users to the item i:

hu =
W∑

v∈Ui\{u}
rv,i

∑
v∈Ui\{u}

rv,i xv =

∑
v∈Ui\{u}

rv,i vv∑
v∈Ui\{u}

rv,i
(1)

By weighting the average by the ratings given by the users, we can incorpo-
rate these values into the training process. Although we evaluated our proposal
with explicit feedback dataset, one can incorporate information from implicit
feedback, such as clicks or play counts, by substituting the ratings in Eq. 1.

The output layer is composed of |U| units with a softmax activation function.
Similar to what we did before, we use the matrix W′ ∈ Rd×|U| to denote the
weights of the connection between the hidden and the output layer. Each column
of this matrix, v′u, is the d-dimensional output embedding vector of user u.
This way the input of the output layer is given by v′Tu hu. The output of the
network is the posterior probability distribution of users for the context, i.e. the
item profile without the target user. These probabilities are calculated using the
softmax function. The component u of the output vector for the target user, yu,
is calculated as:

p
(
u | Ui \ {u}) = (yu)u =

exp
(
v′Tu hu

)∑
v∈U

exp (v′Tv hu)
(2)
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Each example of the training set consists of the profile of an item i and a
target user u from the profile. Maximizing the likelihood of the data is equivalent
to minimizing the negative log likelihood. Therefore, the objective function is:

L = −
∑
i∈I

∑
u∈Ui

log p
(
u | Ui \ {u}

)
(3)

The training of the model consists in learning the matrices W and W′ by
backpropagation. This model becomes impractical in large-scale scenarios be-
cause the cost of computing the gradient of log p

(
u | Ui \ {u}

)
for each training

example is proportional to the number of users, due to the softmax function (see
Eq. 2). Mikolov et al. already noted this problem in [24,25], where they propose
to solve it by using one of two approximations to the softmax function: hierarchi-
cal softmax and negative sampling. For this work, we choose negative sampling
as it provides faster training than hierarchical softmax and similar effectiveness
[24,25].

It can be observed that the objective function in Eq. 3 does not include any
regularization term. Early experiments with the model showed that it was over-
fitting the data when training with too many iterations. To solve this problem
we choose to use dropout regularization in the input layer [32]. We decided this
over other forms of regularization, such as `2 regularization, because it provided
better effectiveness and improved training time [29]. At the same time, we can
leverage existing word2vec implementations when using dropout as we will see
later on.

Once the parameters have been trained, it is possible to use the model to
compute the posterior probability distribution of a user for each item. This cal-
culation is done by applying Eqs. 1 and 2 to the whole item profile, without
removing any user. It should be noted that after applying dropout regulariza-
tion, during evaluation, the activations are reduced to account for the missing
activations during training [32]. This process is not necessary in our case because
the inputs to the hidden layer are averaged, as we can see in Eq. 1.

The output for each unit of the output layer is the probability of the corre-
sponding user u given the item i, p(u|i) = p(u|Ui). It is not possible to use these
probabilities to make a ranking of items for a user as p(u|i) and p(u|j) are not
comparable (i, j ∈ I, i 6= j). It is possible to apply Bayes’ rule to transform the
probabilities and make them comparable:

p(i|u) =
p(u|i) p(i)

p(u)

rank
= p(u|i) p(i) (4)

We describe in the next subsection the options we explored for the compu-
tation of the prior distribution of items, p(i).

3.3 Item priors with centrality measures

The objective of the centrality measures is to capture the importance of a node
inside a graph. Several measures have been defined over the years, and their suit-
ability for a task depends on the flow inside the graph [9]. For this reason, we
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examined different types of measures [8]. The first category, geometric measures,
is comprised of measures that assume that importance is a function of distances.
In this group, we examined the indegree measure (the number of incoming edges
of a node) and closeness [4]. The measures of the second category, spectral mea-
sures, compute the left dominant eigenvector of some matrix derived from the
graph. We studied Katz’s index [19], PageRank [27] and HITS [20] from this
category. Lastly, we analyzed betweenness centrality, a path-based measure that
takes into examination all the shortest path coming into a node [1,12].

To apply these measures to the computation of the prior distribution of items,
we need to construct a graph-based model of the interactions between users and
items in the system. We propose to construct a bipartite graph, where users and
items play the role of the nodes, and the user-item interactions define the edges
between users and the items. The weight of these edges is the rating assigned
by the user to the item. We built two variants of the graph, one directed with
the orientation of the edges going from users to the items and an undirected
version. We do this because the direction of the edges can be meaningful when
computing some centrality measures, but other measures are not useful when
applied on a graph whose paths have a maximum length of one edge, as is the
case of the directed graph.

3.4 Implementation details

One of the advantages of the popularity of word2vec is that there are several
publicly available implementations of the CBOW model. It is possible to leverage
these implementations to build our model. We explain how to do that, also mak-
ing possible to introduce the ratings of the items in the process and simulating
the dropout in the input layer.

The original word2vec model is trained with a text corpus as the input. A
corpus is composed of ordered sequences of words which we call documents, but
can also be any other grouping of words such as sentences or paragraphs. The
model has a hyperparameter for the window size, w, that controls how large is
the context of a word, i.e. how many words before and after it are part of the
context. For example, for w = 1, the context would be the preceding and the
following words of the target word.

To train our model using collaborative filtering data, we build the analogous
of a document in the format expected by the tool for each item profile. This
pseudo-document contains all the identifiers of the users that have rated the
item. To consider the whole item profile as the context, we set the window
hyperparameter to the size of the larger item profile. The order of the items in
the profile does not matter because the input of the hidden layer is the average
of the input embeddings. To introduce the preference values into the model, we
repeat each user identifier as many times as the rating given by the user to the
item. Computing the average of the input constructed in this way is equivalent
to the weighted average of Eq. 1.

Finally, we can introduce the dropout effect by modifying the hyperparameter
w. If we set this parameter to a value smaller than the size of the profile, the
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Table 1. Datasets statistics.

Dataset Users Items Ratings Density

MovieLens 20M 138,493 26,744 20,000,263 0.540%
R3-Yahoo 15,400 1,000 365,703 2.375%
LibraryThing 7,279 37,232 749,401 0.277%

context will be comprised of only some of the users of the item profile, dropping
out the rest. We can add randomness to this procedure by shuffling the input each
iteration. The combination of setting the w to a suitable value with the shuffling
of the item profiles each iteration produces a similar effect to the dropout. This
approach is a variant of the original technique that drops units randomly with a
probability p [32]. Using this variant allows us to reuse existing word2vec CBOW
implementations.

Training the PRIN model leads to a complexity for each training step of
O(d×(w+n)), when using d dimensions, window size w and n negative samples.
At each training step, there are w input embeddings, each corresponding to each
input, of dimension d, that are averaged. It should be noted that w is bounded
by the size of the larger item profile. The use of dropout in the form of a window
produces notable improvements in the average computational cost of training
the model. Moreover, using negative sampling allow approximating the softmax
function with only n samples, instead of the whole user set. Finally, the number
of training examples scales linearly with the number of user-item interactions
in the collection. With all these facts, we can see that scalability of PRIN is
well-suited for large-scale scenarios.

4 Experiments

In this section, we introduce the datasets, the evaluation protocol and the metrics
used in our experiments. We finish the section by presenting the results of the
experiments, confronting them with representative baselines.

4.1 Datasets

To evaluate the effectiveness of our proposal we conducted experiments on several
collections, from different domains: the MovieLens 20M movie dataset2, the R3-
Yahoo! music dataset3 and the LibraryThing book dataset. Details from each
collection can be seen in Table 1. The datasets where partitioned randomly in
two sets, one containing 80% of the ratings of each user, used for training, and
a second split, with the remaining 20%, used for evaluation purposes.

2 http://grouplens.org/datasets/movielens
3 http://webscope.sandbox.yahoo.com

http://grouplens.org/datasets/movielens
http://webscope.sandbox.yahoo.com
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4.2 Evaluation protocol

To evaluate the algorithms for the top-N recommendation task, we use the
TestItems evaluation approach as described in [6]. For each user u, we rank
all the items that have a rating by any user in the test set and were not rated
by user u in the training set. This protocol provides a reliable assessment of
the quality of the recommendation because it measures how well a recommender
discerns relevant items in the collection [6].

To assess the accuracy of the recommendation rankings we use the Normal-
ized Discounted Cumulative Gain (nDCG), using the standard formulation as
described in [33], with the ratings in the test set as graded relevance judgments.
We also measured diversity using the complement of the Gini index [11]. Last,
we assess the novelty of the recommendations using the mean self-information
(MSI) [35]. All the metrics are evaluated at a cut-off of 10 because we want to
study the quality of the top recommendations, the ones the user usually con-
sumes. To penalize a recommender not being able to provide recommendations
to every user, the score in all metrics for those users is assigned a value of zero.

We study the statistical significance of the improvements regarding nDCG@10
and MSI@10 using a permutation test (p < 0.01) [31]. We cannot apply this pro-
cedure to the Gini index because we are using a paired test and Gini is a global
metric. The statistical significance of the results is annotated in Table 3.

4.3 Baselines

We compare our proposed model to a representative set of state-of-the-art base-
lines. First, from the memory-based category of recommenders, we use NNCos-
Ngbr [10], an item-based neighborhood approach. We also employ several tech-
niques based in matrix factorization: PureSVD [10], BPRMF [30] and WRMF
[18]. We compared with CoFactor [23], a variant of WRMF that jointly factor-
izes the user-item matrix and an embedding model, and NeuMF, a novel neural
collaborative filtering approach [17]. Finally, we also include the results of the
item-based counterpart of our model. We called this probabilistic recommender
with neural models PRN.

The networks architecture of PRN is analogous to the architecture of PRIN
(shown in Figure 1), with an input of |Iu|−1 one-hot encoded vectors of dimen-
sion |I|, where I is the set of items and Iu is the set of items rated by user u.
The output is calculated with the dual equations of Eq. 1 and Eq. 2. PRN takes
as input a user profile and the output is the posterior probability distribution
of the items for that user. This probability is usable as the basis of ranking,
obviating the need for a prior distribution as in the case of PRIN.

We performed a grid search to tune all the hyperparameters of the baselines to
maximize nDCG@10. Table 2 reports the optimal values of the hyperparameters
(using the notation from the original papers) for all the techniques to favour
reproducibility.
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Table 2. Optimal values of the hyperparameters for nDCG@10 for NNCosNgbr,
PureSVD, BPRMF, WRMF, CoFactor, NeuMF and our proposal PRIN and its item-
based counterpart PRN.

Model MovieLens 20M R3-Yahoo! LibraryThing

NNCosNgbr k = 50 k = 25 k = 25

PureSVD d = 30, κ = 10−6 d = 15, κ = 10−6 d = 700, κ = 10−6

BPRMF d = 50, λ = 0.01,
α = 0.01, i = 105

d = 175, λ = 0.01,
α = 0.01, i = 105

d = 600, λ = 0.001,
α = 0.01, i = 106

WRMF d = 50, λ = 0.01,
α = 1, i = 50

d = 50, λ = 1, α =
2, i = 50

d = 400, λ = 0.1,
α = 1, i = 50

CoFactor d = 100, c0 = 0.3,
c1 = 3, λθ = λβ =
λγ = 10−5, k = 1

d = 30, c0 = 1, c1 =
10, λθ = λβ = λγ =
10−5, k = 1

d = 500, c0 = 1, c1 =
10, λθ = λβ = λγ =
10−5, k = 1

NeuMF d = 64, i = 20, n = 5 d = 12, i = 5, n = 5 d = 1024, i = 20,
n = 5

PRIN d = 1000, w = 50,
it = 1000, indegree

d = 50, w = 10, it =
200, Katz

d = 200, w = 10,
it = 200, PageRank

PRN d = 500, w = 100,
it = 300

d = 200, w = 2, it =
100

d = 500, w = 1, it =
1000

4.4 Results and Discussion

To tune our model, we perform a grid search over the hyperparameters, the
same way we did with the baselines, to maximize nDCG@10. Although our
implementation is based on the CBOW model, to keep things simple we only
tune the parameters relevant to our model: the dimension of the hidden layer
d, the window size w for the regularization effect and the number of training
iterations it. The parameter for the negative sampling training is fixed, with a
value of 10 negative samples. We also report the centrality measure that yields
the best results. Table 2 reports the optimal values for each collection with the
values of the hyperparameters of the baselines.

Table 3 shows the values for nDCG@10, Gini@10 and MSI@10 for all the
recommenders. The results show that PRIN outperforms all the baselines con-
cerning nDCG@10. In the MovieLens dataset, it surpasses the best baseline,
WRMF, while also obtaining a better result in diversity but a lower score in
novelty. When comparing to the next best result in R3-Yahoo!, BPRMF, our
model is also able to perform better in novelty and diversity. In the case of the
LibraryThing dataset, the improvement in nDCG@10 is statistically significant
over all the baselines except CoFactor. When it comes to novelty and diversity
in this dataset, the results are not as good as other baselines. This fact is not un-
expected, diversity and accuracy are frequently considered as two irreconcilable
goals in the field of Recommender Systems. Usually, systems with good figures
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Table 3. Values of nDGC@10, Gini@10, MSI@10 on MovieLens 20M, R3-Yahoo! and
LibraryThing datasets. Statistical significant improvements (according to permutation
test with p < 0.01) in nDCG@10 and MSI@10 with respect to NNCosNgbr, PureSVD,
BPRMF, WRMF, CoFactor, NeuMF and our proposal PRIN and its dual model PRN
are superscripted with a, b, c, d, e, f , g and h, respectively.

Model Metric ML 20M R3-Yahoo! LibraryThing

NNCosNgbr
nDCG@10 0.1037 0.0172 0.1438
Gini@10 0.0209 0.1356 0.1067

MSI@10 29.3332bcdefg 36.8264bcdefgh 47.0790bcdefgh

PureSVD
nDCG@10 0.3477acfh 0.0233a 0.2283af

Gini@10 0.0079 0.0587 0.0535

MSI@10 15.4201 21.9703c 40.7276cdefg

BPRMF
nDCG@10 0.2671ah 0.0278abdf 0.2479abf

Gini@10 0.0103 0.1071 0.0474

MSI@10 15.9674b 21.4253 34.5252

WRMF
nDCG@10 0.3682abcefh 0.0266a 0.2532abcfh

Gini@10 0.0138 0.1191 0.0512

MSI@10 17.3695bcg 24.7479bcefg 38.2290cfg

CoFactor
nDCG@10 0.3555abcfh 0.0258ab 0.2568abcdfh

Gini@10 0.0215 0.1407 0.0690

MSI@10 19.5491bcdg 25.7688bcfg 39.7497cdfg

NeuMF
nDCG@10 0.3185ach 0.0258ab 0.1835a

Gini@10 0.0328 0.0993 0.0613

MSI@10 21.2605bcdeg 22.2208bc 36.5621

PRIN
nDCG@10 0.3751abcdefh 0.0299abcdefh 0.2578abcdfh

Gini@10 0.0155 0.1966 0.0482

MSI@10 16.5353bc 24.0921bcf 34.4458cg

PRN
nDCG@10 0.1909a 0.0276abd 0.2423abf

Gini@10 0.2175 0.3221 0.1208

MSI@10 49.4532abcdefg 29.4596bcdefg 42.1890bcdefg

of accuracy tend to degrade de diversity of the recommendation, and systems
with bad performance in accuracy show better diversity, in the extreme case a
random recommender would produce very diverse recommendations.

Another significant result is that PRIN is consistently the best method re-
garding accuracy across collections. This property is essential in order to select an
algorithm for use in a commercial solution. This property does not appear with
the other methods. For instance, when observing the other neural/embedding-
based models we can observe that CoFactor ranks third in the ML dataset, fifth
in the R3 collection and sixth with the LibraryThing data, in turn, NeuMF ranks
fifth, sixth and seventh respectively.
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The optimal values for the hyperparameters vary for each collection. This fact
indicates the need, shared with all the baselines, to tune these hyperparameters
to the particular data. In the case of the size of the hidden layer, there is a trend
for the need of larger hidden layers the larger the dataset. This fact supports
the intuition that with more data there is a need for more features to be able to
capture the properties of the data.

Regarding the centrality measures, each dataset performs better with a dif-
ferent one. The best results with MovieLens are obtained using indegree, whose
value for the items is independent of whether the directed or the undirected
graph is used. For R3-Yahoo!, using Katz’s index on the directed graph yields
the best results. In this dataset, using the indegree measure leads to similar
results in nDCG@10 but worse on novelty and diversity. When it comes to Li-
braryThing, it is PageRank, computed on the undirected graph, that gives the
best performance. Therefore, we can conclude that the centrality measures have
to be adapted to the nature of the graph. For instance, dataset sparsity affects
the connectivity of the graph, and the existence of the connected components
reflects user communities. Therefore before selecting an item prior, we have to
analyse the connectivity, edge meaning and size of the graph.

5 Conclusions

In this paper, we presented PRIN, a novel probabilistic collaborative filtering
technique. Our probabilistic model exploits the output of a neural user em-
bedding model. This embedding model can be computed by leveraging existing
word2vec CBOW implementations. The probabilistic formulation of PRIN also
requires an item prior estimate. We evaluated several centrality measures of two
graph-based interpretations of the user-item interactions as item prior probabil-
ity estimates.

Our experiments showed that PRIN outperforms all the baselines on three
datasets regarding ranking accuracy. PRIN is also able to provide good figures
of diversity and novelty.

As future work, we envision to study other no graph-based prior estimates
to further improve PRIN. Additionally, we think that it would be interesting
to analyze the adaptation of the skip-gram model and also explore deeper or
more complex network topologies for the neural model. Another prospect is the
evaluation of the model when using an implicit feedback dataset.
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