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ABSTRACT
Information Retrieval is an area where evaluation is crucial to val-
idate newly proposed models. As the first step in the evaluation
of models, researchers carry out offline experiments on specific
datasets. While the field started around ad-hoc search, the num-
ber of new tasks is continuously growing. These tasks demand
the development of new test collections (documents, information
needs, and judgments). The construction of those datasets relies
on expensive campaigns like TREC. Due to the size of modern col-
lections, obtaining the relevance for each document-topic pair is
infeasible. To reduce this cost, organizers usually apply a technique
called pooling. When building pooled test collections, assessors only
judge a portion of the documents selected among the participants’
results. Although the judgments will not be exhaustive, they will
be sufficiently complete and unbiased if pooling is done correctly.
Therefore, researchers may safely use pooled collections to evaluate
new models. However, the application of pooling depends on the
existence of participant systems. This need is a handicap for tasks
for which it is necessary to release training data before the celebra-
tion of the competition or for those with few participants. In this
paper, we present a simple method for building pooled collections
when such restrictions exist. Our proposal relies on two principles:
the wisdom of the rankers and the application of pooling. By creat-
ing enough artificial participant systems, we can apply pooling on
their results to select the documents that merit human assessment.
Using an innovative approach to evaluate our method, we show
that researchers may use it to produce high-quality collections on
the absence of participant systems.

CCS CONCEPTS
• Information systems → Test collections.
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1 INTRODUCTION
Recently, the number of emerging tasks related to Information
Retrieval (IR) has exploded. These tasks are very diverse, not ex-
clusively about document ranking [22, 27]. They appear as new
commercial needs (e.g., conversational assistants or recommender
systems) or research community efforts. IR highly relies on strict
evaluation procedures for assessing the effectiveness of new al-
gorithms for these new tasks. Typically, a system is evaluated by
measuring its effectiveness to retrieve relevant documents. This
evaluation is made by using one or more test collections. Conse-
quently, the proliferation of tasks demands the building of new
benchmarks. The research community constructs these datasets
in collaborative evaluation forums like TREC [41], NTCIR [31] or
CLEF [14]. A test collection comprises a set of documents, infor-
mation needs, and relevance judgments that capture the relevance
relation between documents and information needs. Obtaining this
ground truth is expensive because it requires human work. Al-
though the ideal situation would be to have the complete set of
relevance judgments (i.e., the judgment for every query-document
pair), this is infeasible due to modern collections’ size. In traditional
evaluation workshops like TREC, pooling is used to reduce the cost
of producing these assessments. In pooled datasets, the assessors
only judge a fraction of the whole document corpus. This subset
of documents is obtained from the results sent by the competition
participants. Although pooling can alleviate the cost of obtaining
new relevance judgments, organizing an evaluation task is difficult
and expensive.

As pointed before, this sort of evaluation campaign relies on
the existence of participant systems. This creates a problem for
research groups or other organizations that may not have enough
resources to build a new test collection. Also, with the traditional
approach used in TREC campaigns, it is impossible to obtain pooled
training data before the competition holds, as the final collection is
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the result of the campaign. Previous studies have tried to develop
new methods to overcome these issues. In particular, Sanderson
et al. proposed a dynamic method to build a set of reusable rele-
vance assessments when there are not enough resources available
[35]. They used relevance feedback combined with a single retrieval
system to obtain the assessments while limiting the number of judg-
ments. However, this approach has some caveats that we explain
in the following section.

This paper aims to create a static method saving the logistic
problems of dynamic ones in real environments. We propose a new
method to build pooled test collections when organizing an expen-
sive evaluation campaign is not an option. This work aims not to
investigate or develop new pooling strategies but to define a simple
(and yet effective) method to create pooled collections in a situation
where gathering participant results is not possible. Our proposal
is based on two main ideas. The first one is to generate enough
simulated participant submissions by using query variants and well-
known retrieval models. The second one is the use of intelligent
pooling strategies that drastically reduce the number of judgments
needed without harming the obtained datasets’ quality. We apply
pooling over systems instead of working with one single model, as
one of the premises of pooling is that it has to be applied over a
large enough variety of systems. Moffat et al. [30] demonstrated
that user query formulations produce as diverse results as different
ranking models. Therefore, we also use query variations to increase
the number of simulated systems and the pooled documents’ rep-
resentativeness. Using this approach, we conduct experiments on
various datasets, showing that it is possible to get reusable and
fair collections when there are not enough resources to organize a
traditional evaluation campaign.

2 RELATED WORK
IR is a field deeply rooted in strict evaluation procedures with
test collections. The Cranfield paradigm is the standard evaluation
method for assessing the effectiveness of new developments. Three
components form a test collection: i) a document set, ii) a set of
information needs, and iii) the relevance judgments. Because it is
easy to apply and highly reproducible, it has become the de facto
method to evaluate new developments in IR: the use of test collec-
tions allows the researchers to compare different retrieval methods
effectively. However, building fair and reusable test collections is a
challenging task. The two first components of a dataset (the docu-
ments and the information needs) are often not difficult to obtain.
The third component, the ground truth (relevance judgments), is
often created by humans and, thus, is a bottleneck when building a
test collection. Assuming a judgment time of 30 seconds per docu-
ment, it would take almost a year to judge the whole set for one
topic for a dataset of 800,000 documents. This approach’s problem
is that the volume of information in modern test collections is too
large to have complete judgments. Since the first use of test col-
lections for IR evaluation, researchers have devoted much work to
reduce the cost of building new testbeds. In this section, we will
discuss some of these methods.

Pooling. The first and most applied technique to reduce the
assessment effort is pooling. Spärck Jones and van Rijsbergen intro-
duced this method in [37]. In pooled test collections, assessors only

judge a subset of the entire document set, usually the top k results
sent by the participant teams form the pool. This technique is useful
because many relevant documents will appear near the top of the
ranks obtained by each of the groups. Thus, these documents will
enter the pool, and their relevance will be judged. Some relevant
documents might not enter the pool. However, this will not harm
the evaluation because the relative comparison among methods
should be fair. For achieving that goal, the pooling method depends
on the fact that enough diverse systems must participate in the pool
and that the pool depth should be sufficient to obtain documents
that, once assessed, should serve to evaluate new retrieval models
effectively. If done correctly, researchers may assume the complete-
ness of the obtained relevance judgments. If not, the collection may
be biased and will not be appropriate for reuse to evaluate other
new systems.

Subset pooling. Given a query and various document ranks,
judging deep pools is usually infeasible. Due to this problem, many
works have proposed methods for assessing only a subset of the
pool. These pooling strategies’ objective is to explore a subset of the
pool, looking for relevant documents, and discard the pool’s rest.
These strategies are known to be effective and lead to high-quality
datasets [11].

A pooling strategy is a method that takes a set of document ranks
and the pool depth as inputs and returns a sequence of documents
to judge. Historically, in TREC competitions, the pool’s documents
are judged following an arbitrary order, i.e., by DocID. The proba-
bility of bias in human assessments is reduced with this arbitrary
order of presentation of documents. Although this is the traditional
method in TREC workshops, many works tried to develop new
pooling algorithms that impose alternative orders in the evaluation
to reduce the assessment effort without affecting the quality of the
obtained judgments. In particular, in TREC Common Core Track
2017 [1], NIST used for the first time a pooling strategy based on
Bayesian Bandits [23, 24].

There are two main types of pooling strategies: static and dy-
namic. Static strategies, like DocID, establish an order of the pool
before any judgment is done, and that order never changes. On the
other hand, the order that the dynamic strategies impose changes
as documents are judged. These strategies use the assessments to
establish an order of the set of unjudged documents in the pool.
When we use pooling strategies, we can adjust the assessment cost
by imposing a constraint that limits the number of judgments to
obtain. This is fixed-cost pooling [20]. Along with using one of the
aforementioned sorting strategies, the pooling process can stop
earlier and still judge many relevant documents. Some works have
demonstrated that it is feasible to build new benchmarks with an
acceptable quality judging only a subset of the pool [5, 9, 25].

Shallow pooling. Traditionally, in TREC-style pooling, the top
100 (or 50) documents returned by each run are assessed for rele-
vance. Another possible approach to reduce the assessment effort
is to reduce the depth at which the runs are examined: shallow
pooling [43]. Picking a smaller number of documents from each
run results in smaller pools, therefore judging fewer documents.
Nevertheless, there is a high risk that this may harm the final collec-
tion’s quality if the depth is too low with respect to the collection
size [8].
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Pseudo-relevance judgments. Soboroff et al. [36] studied a
method of obtaining relevance assessments in the absence of man-
ual judgments (a more extensive study can be found in [34]). In
this work, they conclude that using pseudo-relevance judgments
positively correlates with the official TREC judgments. However,
they also say that "such a methodology would not be useful in an
environment such as TREC, where there is already a commitment
to conducting relevance assessments and building test collections
in the Cranfield tradition."

Avoid system pooling. In [35], Sanderson et al. studied if it
is possible to build a reusable set of judgments by working only
with a single retrieval system in combination with manual feedback.
Although they obtain competitive results in terms of reusability, the
fact that they rely on a single system may cause the collection to be
biased to some system that shares the same fundamental ideas as
the method used to build the dataset. The diversity of the retrieval
systems used is one critical condition that guarantees the quality of
a TREC collection [8]. Moreover, the interactive search and judging
approach that they use is not very suitable for the classical multiple-
assessors evaluation approach [40] as it is a method that needs the
judgments of one iteration to be available before the next iteration
goes on.

Other works. Other methods seek to reduce the assessment
effort using alternative approaches. One of these approaches uses
crowdsourcing techniques to make judgments. Crowdsourcing dele-
gates the assessment task to a large external group of people instead
of having their employee group doing it. Reported results showed
that it is feasible to do this and, additionally, these methods provide
a better way of scaling up the assessment process [2].

3 SIMULATING PARTICIPANT SYSTEMS
Our main focus is to investigate if we may create new pooled test
collections in a situation where there are not enough resources to
organize a traditional evaluation campaign. As noted before, much
work was done to reduce the cost of building new IR evaluation
benchmarks. However, none of these techniques allows us to create
pooled collections in a situation where having participant systems
is not an option.

This section presents the three main components that we employ
to build the collections: query variants, well-known retrieval mod-
els, and smart pooling strategies. These components are available
to any team implied in constructing a test collection with limited
resources.

We use the first two components to simulate the document ranks
that participant groups would provide in a real evaluation campaign.
To generate these ranks, we employ different well-known retrieval
models such as BM25 or Language Models. The effectiveness of
these models was widely shown. Ultimately, many methods used by
the real participants of the competitions are variants of well-known
models. Previous work has also shown that the system variability
is as substantial as the user variability [6, 29, 30]. Thus we intend
to consider both aspects by combining multiple retrieval systems
with different query variants for each topic. The details of how it is
done are explained later in the paper. Then, we use three different
pooling strategies –two are static pooling methods, and the last is a

Table 1: Notation summary.

Symbols and funcs. Description

𝑞 A query.
R𝑞 Set of pooled runs for a query.
𝑟 A run 𝑟 ∈ R𝑞 .
𝑑 A document.
D𝑟,𝑘 Top 𝑘 documents retrieved by 𝑟 .

𝑑𝑟@𝑘 Document 𝑑 at position 𝑘 of run 𝑟 .

dynamic pooling strategy– to select the documents that merit the
human judgments.

The whole method to create a new collection is as follows: first,
we generate the simulated document ranks by combining the men-
tioned retrieval models with a set of query variants for each topic.
These queries will serve as the inputs to the retrieval models. Then
we use those ranks as the inputs to the pooling strategies to select
the documents that will be candidates for assessment. Once these
documents are selected, they are judged for building the final col-
lection. We use the actual TREC assessments to judge the selected
documents.

Query Variants. The queries that we employ as inputs to the
retrieval models are obtained in two different ways: manually and
automatically.

Manual query variants. The manual query variants that we
use correspond with the ones constructed on the topics of the
ROBUST TREC Collection by the RMIT team [7]1. These queries
include the topics 301-450 and 600-700.

Automatic query variants.Alternatively, we propose to obtain
different queries from the same topic automatically. For doing so,
we obtain query variants by adding to the short (title) query a term
from the top IDF sorted terms from the narrative and description. We
create N different variants by expanding the short query with one
of the terms in the top-N ranked terms. Although we could employ
better term selections schemes, we decided to use this approach to
check how a simple and unbiased method works.

Ranking Methods. To simulate ranks that will supply enough
relevant documents to assess, we have chosen well-known retrieval
models whose effectiveness has been widely evaluated in the liter-
ature. In particular, we use BM25 [33], query likelihood [32] with
Jelinek-Mercer [16] and Dirichlet [26] smoothing, Divergence From
Randomness [3], Vector Space Model with TF-IDF weighting, the
ranking model based on the vector space model and boolean queries
provided by Apache Lucene, Divergence From Independence [18],
Information-based model [10], and Axiomatic models [15]. We em-
ploy the 72 models implemented in Apache Lucene2. We set the
parameters to the recommended values3.

Pooling. The pooling process to obtain the relevance judgments
of a new collection is divided into two parts. First, we have to choose
the set of documents that form the pool. Second, we have to select
the pooling strategy that establishes the order in which the assessors
1http://culpepper.io/publications/robust-uqv.txt.gz
2https://lucene.apache.org
3See Apache Lucene documentation for more info
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judge the documents. The choice of any of these aspects has a direct
impact on the final collection quality. We explore different pooling
strategies and various methods to obtain the pool to evaluate which
combination yields better results.

Adjudicating methods. In this work, we have analyzed three
different strategies: two of them are static adjudicating methods,
and one is a dynamic adjudicating method:
• DocID [41]: classic unbiased full pool assessment strategy.

Documents are sorted by their identifier. It is the one em-
ployed typically in TREC workshops.
• MoveToFront (MTF) [12]: dynamic pooling strategy pro-

posed by Cormack et. al. It is based on the idea that ranks
are a good approximation of the ideal relevance order. Thus,
a recent rank that has yielded a relevant document has more
probabilities to yield another relevant document in the fu-
ture. A more extensive and formal definition can be found
in [20].
• DocPoolFreq: since we explore the idea of using the wisdom

of the rankers to obtain relevance judgments by simulating
enough participant systems, we also study the use of this idea
to develop a new pooling strategy. The notation employed
hereinafter is explained in Table 1.
Given a rank 𝑟 of documents for a query, and a document
𝑑 , we define a function #(𝑑,D𝑟,𝑘 ) that returns 1 if the docu-
ment belongs to the first 𝑘 positions of the rank (D𝑟,𝑘 ), or 0
otherwise:

#(𝑑,D𝑟,𝑘 ) =
{

1 if 𝑑 ∈ D𝑟,𝑘

0 otherwise
(1)

Next, given a set of ranks for the query provided by the
systems in the pool, R𝑞 , we define a scoring function that
counts the times that each document appears in the top-k
positions for the query:

𝐷𝑜𝑐𝑃𝑜𝑜𝑙𝐹𝑟𝑒𝑞(𝑑,R𝑞) =
∑︁
𝑟 ∈R𝑞

#(𝑑,D𝑟,𝑘 ) (2)

We compute Eq.2 for each document in the set R𝑞 . Then, the
documents are sorted by decreasing order of this value. If
there is a tie, we use their identifier to sort them in alpha-
betical order. Since it is a static adjudicating strategy, we
compute this order before the assessment process, and it
never changes. Note that the pool depth’s value of 𝑘 and the
set of pooled documents depends on the strategy used to
construct the pool. We discuss the different methods that
we use in this work in the following section. This simple
pooling strategy’s main idea is that if a document is retrieved
by a larger number of systems than other documents, it may
have a higher probability of being relevant. So, instead of
just sorting the pooled documents by an arbitrary order like
DocID, we aggregate the knowledge of the submissions with
the hope of improving the pooling process by reducing the
assessment effort. Moreover, it is a static adjudicating strat-
egy. Thus, we avoid the logistic problems that a dynamic
method may suffer in a real environment.

Pool construction. In addition to these three strategies, we evalu-
ate three different methods of building the document pool.

• Full pool (pool depth = 100): we build the pool following
the typical top-100 method used in TREC, i.e., the union of
the first 100 documents retrieved by each submission.
• Limited budget and pool with variable depth: we ex-

plore how further to exploit the order information in the sys-
tems’ ranking. When doing fixed-cost pooling, we have two
possibilities to limit the number of judgments. Traditional
approaches first build the set of documents that conform to
the pool and then limit the number of decisions to a subset
of those documents. Alternatively, we propose to restrict the
judged documents by adequately selecting them and limiting
the pool’s size to the budget that we have. We select those
documents by taking advantage of its original position in
the systems, instead of blindly choosing documents from
the pooled set by ignoring its original ranking. We pick the
first document of every rank, then the second document of
every rank, and so on. The process stops when 𝑛 different
documents are selected, being 𝑛 the fixed-cost budget. In
this way, we keep the budget while exploiting the fact that
the systems’ highly ranked documents are more likely to be
relevant. How we select the set of variable pooled documents
for a query 𝑞 is defined formally in Alg. 1, where 𝑑𝑟@𝑘 is
the document at position 𝑘 in rank 𝑟 for the query. We say
that the depth is variable because it is not assured that we
sample every system the same number of times.

Algorithm 1: Variable depth pool construction for a query
Input: R𝑞 , set of ranks for a query.

𝑛, judgments budget.
Output: P, set of documents to be judged.

1 P ←− ∅
2 𝑘 ←− 1
3 while |P | ≤ 𝑛 do
4 P𝑘 ←− ∅
5 for 𝑟 ← 1 to𝑚𝑖𝑛(𝑛 − |P|, |R𝑞 |) do
6 P𝑘 ←− P𝑘 ∪ {𝑑𝑟@𝑘}
7 end
8 P ←− P ∪ P𝑘
9 𝑘 ←− 𝑘 + 1

10 end

• Full pool but limited budget (pool depth = 100): as we
said in a previous section, the pooling ordering strategy
would not affect the final collection if we assess the entire
pool. To evaluate how the pooling strategies behave when
judging only a subset of the pool, we have followed this
method: we build the pool, but we constrain the number of
judgments to a limit. In this work, we have established a
budget of 500 judgments.

4 EXPERIMENTS
This section presents the different experiments that we have done
and how we combine the components exposed in the previous
section. Finally, we also show the datasets that we have used.
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Experiments design. First, we explain how we generate the
document ranks to play the participant systems results’ role. Last,
we show how, using those ranks, we perform a pooling process to
obtain the final documents that the assessors will judge.

Runs simulation. The first step is to generate sets of runs that
play the role of the participant teams’ results at the competition.
A run is formed by the ranks produced by a system from a par-
ticipant team for all the queries. We generate each run by using a
set of queries and a retrieval model. We tested four experimental
settings using four different query sets. The first setting (title) is
composed of the short queries: we extract the topic title and use it
as a query against the 72 retrieval models. We obtain the remaining
experimental settings by adding another set of runs to this base set.
All of them are obtained following the same procedure: we select a
different set of query variants and use them as queries against the
72 retrieval models. To construct the second one, we add 72 runs
(144 in total) produced by using title + description queries. To build
the third one (title + manual), we use eight manually generated
query variants per topic, resulting in 8×72 = 572 new runs (8 is the
minimum number of manual variants that every topic has). Finally,
we construct the fourth set (title + automatic) in the same way that
the third, but instead of using the manual produced queries, they
are automatically generated. In this case, we also create 8 query
variants, the same as with the manuals, to fairly analyze the perfor-
mance w.r.t to the manual variants. These queries are generated by
expanding the short query with the eight top-ranked terms by IDF
among the terms in description and narrative sections of the topic.

Pooling. We then use each of these four sets as the inputs to
the three adjudicating –pooling– methods. Additionally, we have
employed various strategies for building the pool of documents
that are candidates to be judged. From the different combinations
of the elements that form the method, we have made various sets
of relevance assessments (qrels) that will then be used to evaluate
our method.

Evaluation. While test collections are an essential piece for
the research on Information Retrieval, building fair and reusable
testbeds is a challenging task. This section presents our experiments
to evaluate these two aspects of the datasets produced by our new
proposed method. In this context, the collection’s fairness is how
it evaluates runs that contributed to the pool. On the other hand,
reusability is that this evaluation is also fair to the systems that did
not participate in the building process [43]. We have designed two
new evaluation methodologies to assess both the reusability and
the fairness of our method.

Typically, researchers evaluate the reusability and fairness of a
collection using experiments like "leave-one-run-out" and "leave-
one-group-out" [40, 43]. The first method compares the position
of a system when evaluated with the official qrels w.r.t. using an
alternative qrels set where documents uniquely retrieved by that
system are removed. The second method is a similar process. The
difference is that the relevant documents uniquely retrieved by a
participant team’s systems are excluded. These approaches are a
way of examining how fairly the collection evaluates runs that did
not contribute to the pool. However, these approaches would yield
very high correlation values but for systems that provide many
unique documents to the pool.

Reusability. We evaluate the reusability of the judgments with
a more extreme scenario than traditional experiments. First, we
compute a ranking of TREC participant systems using the official
TREC judgments and, second, a different ranking using those pro-
duced with our method. Unlike existing reusability studies, none
of the TREC systems were used to build the pool obtained with the
evaluated methods. Therefore we are evaluating how the judgments
built with our method evaluate a completely different set of runs.
We use MAP as the evaluation measure. For computing the correla-
tions, we use Kendall’s (𝜏 ) correlation [17] and 𝜏𝑎𝑝 correlation [42],
which is more affected by swaps in the top positions of the rank.
Typically, a correlation value over 0.9 is assumed to be acceptable
[39].

Fairness. Traditional evaluation of fairness in our method, that
is, assessing if some participant systems unfairly benefit from con-
structed judgments, is somehow irrelevant since we are not using
real participant runs in the process. However, we propose evalu-
ating the fairness of our method, that is, how it evaluates each of
the original TREC systems with a different method from traditional
approaches. To evaluate this aspect, we have developed a new eval-
uation procedure that we have denoted as include-one-in (IOI). We
conduct this procedure in the following manner: we start from the
judgments obtained with the simulated systems. Then, we build a
new set of assessments by adding to the simulated runs one system
from the official TREC participants. We generate a different set
of qrels from each one of the official runs. Then, we calculate the
position changes in the system’s ranking that each official system
suffers when ranking with and without it participating in the pool.

Datasets. We conducted our experiments on four standard col-
lections from the well known Text REtrieval Conference (TREC).
Three of these datasets were built in the ad hoc retrieval task: TREC
6, TREC 7, and TREC 8. The last one used was built in the ROBUST
track: ROBUST 2004. As our manual query variants are restricted
to a set of topics, we can only use collections that have relevance
assessments on those topics to evaluate all of our methods. These
topics are 301-450 and 600-700.

5 RESULTS & DISCUSSION
Tables 2 and 3 show the 𝜏 and 𝜏𝑎𝑝 values computed to evaluate the
reusability. Although we have computed these values for each of the
datasets, we only present here the results for the ROBUST 2004 and
TREC6 collections due to space restrictions. However, the results
in the rest of the datasets follow the same trends. Table 2 shows
the results when building the pool with the top-100 documents and
constraining the number of judgments to 500. On the other hand,
Table 3, depicts the results for the other strategies of building the
document pool. In this second table, we have omitted the different
adjudicating methods because they judge the same set of documents,
thus yielding equal correlations.

Choosing among adjudicating methods. To select the best
pooling strategy, we compare each technique in a situation where
the number of relevance judgments is constrained. These are the
results presented in Table 2. In light of these numbers, we conclude
that it is possible to obtain a reusable collection, even when impos-
ing a budget in the number of judgments. By using an intelligent
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pooling strategy over the simulated runs simulated with manual
variants we can obtain strong correlations.

Another common way to compare different pooling strategies
is to plot the number of documents judged against the number
of positive assessments done. An optimal method would choose
all relevant documents first. The rest of the documents, the non-
relevant, would be left to the end of the process. A graphic like this
is shown in Fig. 1. In this figure, we plot the recall curve of the
three pooling strategies when doing a full pool assessment with a
pool depth of 100. This result shows that DocPoolFreq and MTF are
more effective pooling strategies than DocID because they could
be used to extract the judgments and to stop earlier, thus reducing
the cost.

At this point, we can conclude that DocPoolFreq performance
is as good as MTF, with the difference that DocPoolFreq is a static
adjudicating method. Thus, DocPoolFreq is more suitable to use in
a real environment as it avoids the logistic problems of dynamic
methods.

Besides, Table 3 shows that our strategy to build the pool with
a variable depth yields to high correlations when doing fixed-
cost pooling with 500 judged documents. Therefore, our pool con-
struction proposal seems suitable to build new judgments under
a reduced budget even when employing an arbitrary adjudicating
method like DocID.

Manual or automatic variants. Obtaining manual variants is
very expensive compared to the cost of obtaining automatic vari-
ants. For this reason, we study if we may be able to reach equivalent
quality as the ones obtained with manual variants by using auto-
matically generated ones. To evaluate this, we have generated a
series of run sets considering different numbers of terms to expand
the title query. These terms are selected from the top ranked by
IDF from the topics’ narrative and description. We pooled over
those sets of runs, assuming a budget of 500 judgments under full
pool for each topic. Finally, we computed the correlation in the
system’s order between our qrels and the official ones. The results
obtained from this evaluation are illustrated in Figure 2. The x-axis
represents the number of queries generated from the same topic.
As we explained in a previous section, we expand the title of the
topic with the terms from the description and narrative sections
that have the highest IDF. The variants that we can generate for the
same topic are only limited by the different terms that are present
in those two sections. More complex models for generating query
variants could be explored in the future [21]. The results show that,
although we are not able to reach the correlation values obtained
with the manual variants, we still reach a very acceptable quality (𝜏
> 0.9). Moreover, the performance when varying the number of vari-
ants per topic remains stable (after 5) when employing intelligent
adjudicating methods.

Fairness. Finally, the results obtained from the fairness evalua-
tion are shown in Figure 3. This figure shows the rankings’ position
changes, in a boxplot graph, which were obtained for each run set
on ROBUST 2004 and TREC 6. The evaluation was carried out under
full pool (depth 100) and judging every document from the pool. In
the x-axis are represented the different strategies to simulate the
participant runs. We computed each run’s drop under the include-
one-in methodology explained in Section 4. These results continue

to convey the idea of the previous section: using the manually gen-
erated queries provides a collection of better quality that is more
reusable and fairer. Additionally, using automatically generated
query variants provides acceptable results, although they are not as
good as the former. Whether or not a better query generation may
bring the quality closer to that achieved with the manual variants
requires further investigation.

In terms if building reusable collections when no participant
systems are available, the results presented here are similar to those
presented in [35]. However, we have developed a static method
to select the documents that merit the human judgments, thus
avoiding the burden that supposes a dynamic method in a real
scenario. Additionally, by pooling over query variations and system
variations we make the method more robust to the evaluation of
new models that have not been used to build the collection.

6 CONCLUSIONS AND FUTURE WORK
We have proposed a new method to ease the building of evaluation
datasets when no participant systems are available. By pooling
over systems and query variants, we are able to obtain high-quality
judgments in a static and cheap manner. Although in our experi-
ments we have employed TREC relevance assessments, we have
defined a new methodology that in a real scenario, with the use
of simulated participant systems and intelligent pooling strategies,
would foster the creation of new judgments in a easy and cheap
way. We found that with simulated systems using out-of-the-box
retrieval models, and a suitable adjudicating method, we can obtain
strong correlations when only judging 500 documents. Thus, we are
significantly reducing the cost of constructing a new testbed. On
the one hand, the best strategy to generate the document ranks is
to use manual query variants. Our results open the development of
new tools that will help researchers automate the process of build-
ing their own benchmarks when resources are scarce. On the other
hand, we presented an adjudicating approach specially tailored
for taking advantage of the wisdom of the rankers to obtain the
most of the relevant documents earlier in the process. DocPoolFreq
performs the best, the higher the number of systems in the pool.
This fulfils our initial aim of developing a new method to build new
collections when only few resources are available while keeping it
simple but yet effective. Since it is a static strategy, it does not have
the logistic problems of a dynamic method that can be a burden in
a real environment. Additionally, we also demonstrated that, even
when a simple strategy like DocID is used, high-quality collections
can be obtained by adequately selecting the documents in the pool.

In summary, although we have employed TREC assessments, in
practice this method could be used in a situation where no previous
data is available and researchers may need to release training data
to the participants, since it is a simple and static method that does
no have the burden of a dynamic method in a real environment.
In addition, our approach could also be used in combination with
crowdsourcing techniques to gather more judgments when no real
participant systems are available.

This paper paves the way for plenty of future work. First, we en-
vision extending this work to more types of retrieval models. Some
retrieval models may have a significant impact on final collection
quality by providing more relevant documents to the pool, such
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Figure 1: Evolution of the number of relevant documents found in the pooling process using the runs produced with manual
queries in ROBUST 2004 and TREC6 datasets. The number of documents judged is averaged over all queries. The rest of the
possible combinations are omitted for the sake of clarity.
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Figure 2: Values of Kendall’s 𝜏 and 𝜏𝑎𝑝 correlations among the rankings of TREC participants obtained with the official qrels
and qrels built with our method on the ROBUST 2004 and TREC6 datasets. The x-axis represents the number of different auto-
matically generated query variants from each topic. A value of 0 means that only the topic title was used. These corrrleations
where obtained when taking the top 100 documents of each run and constraining the number of judgments to 500.
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Figure 3: Rank position changes when ranking the official TREC runs with qrels built from the simulated runs and the qrels
built from the simulated runs plus one official TREC run. Both sets of qrels were built from a top-100 full pool judging proce-
dure.
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Table 2: Kendall’s 𝜏 and 𝜏𝑎𝑝 correlation values among the rankings of TREC participants obtained with the official qrels and
the qrels obtained with the pooling strategies and simulated runs and the pooling strategies and official runs (last row). All
results were obtained when constraining the number of judgments to 500. Best results are highlighted in bold (excluding the
results obtained with the official runs).

Collection Run set Kendall’s 𝜏 𝜏𝑎𝑝

DocID DocPoolFreq MTF DocID DocPoolFreq MTF

ROBUST 2004

Title 0.8048 0.8031 0.8031 0.7020 0.7000 0.7000
Title + description 0.8675 0.8869 0.8859 0.8127 0.8588 0.8553
Title + manual queries 0.4594 0.9499 0.9359 0.2889 0.9238 0.9032
Title + automatic queries 0.4817 0.9139 0.8899 0.3022 0.8800 0.8432

Official runs operating 0.6422 0.9927 0.9903 0.4737 0.9885 0.9856
with the pooling strategies

TREC 6

Title 0.7855 0.7855 0.7874 0.7431 0.7431 0.7475
Title + description 0.8319 0.8261 0.8184 0.7839 0.7759 0.7757
Title + manual queries 0.5981 0.8821 0.9034 0.5338 0.8496 0.8739
Title + automatic queries 0.7391 0.8357 0.8415 0.6965 0.8050 0.8155

Official runs operating 0.6850 0.9633 0.9768 0.6421 0.9544 0.9684
with the pooling strategies

Table 3: Kendall’s 𝜏 and 𝜏𝑎𝑝 correlation values among the rankings of TREC participants obtained with the official qrels and
the qrels obtained with the pooling strategies and simulated runs. Two strategies were used to build the pool of documents:
full pool and variable depth. Best results are highlighted in bold (excluding the results obtained with the official runs).

Pool Run set ROBUST 2004 TREC 6

Kendall’s 𝜏 𝜏𝑎𝑝 Kendall’s 𝜏 𝜏𝑎𝑝

Full pool

Title 0.8031 0.7000 0.7874 0.7475
Title + description 0.8929 0.8663 0.8473 0.8140
Title + manual queries 0.9676 0.9556 0.9362 0.9241
Title + automatic queries 0.9419 0.9176 0.8551 0.8265

Variable depth (500)

Title 0.8031 0.7000 0.7874 0.7475
Title + description 0.8852 0.8536 0.8222 0.7822
Title + manual queries 0.9239 0.8870 0.8802 0.8475
Title + automatic queries 0.8845 0.8356 0.8357 0.8117

Official runs operating 0.9813 0.9709 0.9614 0.9442
with the pooling strategies

as pseudo relevance feedback models such as Relevance Models
[19] or LiMe [38], or Neural Models [13, 28]. Second, it would be
interesting to evaluate other pooling strategies such as Hedge [4]
or Bayesian Bandits [23, 24]. We have not tested them here because
we aimed to develop a simple and easy to implement method that
other researchers may use. Additionally, our approach may be com-
bined with other strategies to reduce the assessment effort, such
as shallow pooling. This will allow other researches to build new
benchmarks at an even further reduced effort. Finally, this work

can also be extended to other tasks beyond information retrieval,
e.g., classification, where positive cases are labelled with pooling
over the results of many classifiers.
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