
Temporal Stable Models are LTL-representable

Pedro Cabalar and Martı́n Diéguez

Department of Computer Science
University of Corunna (Spain)

{cabalar, martin.dieguez}@udc.es

Abstract. Many scenarios in Answer Set Programming (ASP) deal with dy-
namic systems over (potentially infinite) linear time. Temporal Equilibrium Logic
(TEL) is a formalism that allows defining the idea of temporal stable model not
only for dynamic domains in ASP, but aso for any arbitrary theory in the syntax
of Linear-Time Temporal Logic (LTL). In the past, several tools for computing
temporal stable models have been built using well-established LTL and automata
techniques. These tools displayed the set of temporal stable models of a given
theory as a Büchi-automaton and, in many cases, it was also possible to capture
such a set by the LTL-models of a given temporal formula. The fundamental the-
oretical question of whether this was a general property or not remained open,
since it is well-known that, in general, Büchi-automata are more expressive than
LTL. In this paper we show that, indeed, the set of temporal stable models of any
arbitrary temporal theory can be succinctly captured as the LTL models of a given
temporal formula.

1 Introduction

Temporal Equilibrium Logic [1] is a hybrid formalism mixing Equilibrium Logic [2,3],
the best-known logical characterisation of Answer Set Programming (ASP), with Linear-
Time Temporal Logic [4,5] (LTL), one of the simplest and most extensively studied
modal temporal logics. TEL is suitable for studying temporal properties of ASP spec-
ifications of dynamic scenarios such as, for instance, checking the non-existence of a
plan, searching for plans that satisfy temporal constraints, checking liveness and safety
conditions or checking strong equivalence of theories with temporal constraints.

To illustrate how a TEL encoding of an ASP program may look like, consider a
program containing the single rule:

p(I + 1)← not p(I)

where I is an integer time variable ranging in some (usually finite) domain 0, 1, . . . , n.
A program like this would make p(0) false, since no fact is given for the initial state,
then p(1) true by applying the rule with I = 1, then p(2) false because no rule can be
applied for I = 2 and so on. The translation of this rule into TEL would look like:

2(¬p→©p) (1)

where, as usual in LTL, ‘2’ means “always” and ‘©’ stands for “in the next state,”
whereas time is understood as an infinite linear sequence of states (propositional inter-
pretations). TEL allows extending the concept of stable model for any temporal theory



in the syntax of LTL. A temporal stable model (for short, TS-model) will have the form
of a temporal interpretation, that is, an infinite sequence of sets of atoms or states. In
particular, (1) has a unique TS-model formed by the infinite alternating sequence of
states ∅, {p}, ∅, {p}, . . . A pair of tools for computing the TS-models of a temporal the-
ory have been already built. The first of them, STeLP [6], accepts a syntactic (strict)
subset of TEL, the so-called splittable temporal logic programs. A theory is a “splittable
program” iff, informally speaking, it consists of temporal rules that do not introduce a
dependence from future to the past (see [7] for further details). This syntactic subset,
which covers most dynamic scenarios in the ASP literature, has an important advantage:
their TS-models are LTL-representable.

Definition 1. We say that a set S of temporal interpretations is LTL-representable iff S
is the set of LTL-models of some temporal formula ϕ. �

TS-models of any splittable temporal logic program Π are LTL-representable. This is
because, when Π is splittable, it is always possible to apply well-known ASP techniques
like splitting and loop formulas to get a formula ϕ whose LTL-models are the TS-
models of Π. For instance, (1) is splittable and its unique TS-model is captured by the
unique LTL-model of the formula1 ¬p ∧2(¬p↔©p).

However, splittable temporal logic programs do not cover the full expressiveness of
TEL. A simple example of non-splittable formula is 3p (read as p “eventually holds”)
which can be seen as the infinitary ASP disjunction p(0) ∨ p(1) ∨ p(2) ∨ ... Accord-
ingly, this formula has an infinite number of TS-models, one per each i ≥ 0, making
p true in the i-th state, and false in all the rest of states. Using several automata trans-
formation techniques, the tool ABSTEM [8] allows computing the TS-models of any
arbitrary temporal theory. To display the obtained TS-models, ABSTEM (and, in fact,
STeLP too) uses a Büchi automaton [9], a finite automaton that accepts a word of infi-
nite length when it corresponds to a run that visits some accepting state infinitely often.
For instance, Figures 1(a) and 1(b) respectively show the Büchi automata obtained for
formulas (1) and 3p.
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Fig. 1: A pair of Büchi automata showing the TS-models of formulas (1) and 3p.

Until now, the question of whether the set of TS-models of any arbitrary temporal
theory is LTL-representable or not was unanswered. In this way, while the Büchi au-
tomaton generated by STeLP is always obtained from an LTL formula, in the case of

1 Note how this formula can be seen as a kind of “temporal completion” of (1) where implication
is completed with double implication.



ABSTEM, that accepts arbitrary theories, the existence of such a formula was not guar-
anteed. It is true, however, that in simple cases of arbitrary theories, that formula can
usually be found by ad hoc inspection. For instance, it is not difficult to see that the
TS-models captured by the automaton 1(b) corresponding to 3p are exactly the LTL-
models of ¬p U (p ∧ ©2¬p) (where ‘U’ is the “until” LTL-operator). It was natural,
therefore, to wonder whether this formula exists in the general case, that is, whether
TS-models of any theory are LTL-representable.

It is perhaps worth to mention a pair of aspects that unveil the theoretical relevance
of this question. First, it is well-known that Büchi automaton are, in general, more ex-
pressive than LTL. A simple example showing this limitation of LTL is the incapability
of expressing the well-known even-state property, that consists in fixing some proposi-
tion p true in all even states, leaving it free for odd states2, as shown by the simple Büchi
automaton in Figure 2. In this way, we ignored whether there existed some theories for
which their TS-models were in the more expressive set of languages included in the
Büchi family but not in LTL. In particular, we ignored whether the even-state property
was representable in TEL, for instance.
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Fig. 2: A Büchi automaton capturing the even-state property.

The second important observation is that not all variants of Equilibrium Logic sat-
isfy an analogous feature. While in the propositional case of Equilibrium Logic, it is
known that the stable models of an arbitrary propositional theory can be captured by a
classical propositional formula (for instance, applying loop formulas as in [10]), when
one considers the first-order extension, this is not true any more. To be precise, there
are first-order theories for which their stable models cannot be captured by a classical
first-order formula. A clear example is the representation of the reachability property in
a graph, which can be easily expressed in equilibrium logic using a recursive predicate
definition, whereas it constitutes a well-known example of non-representable property
in classical first-order logic.

In this paper we prove indeed that the TS-models of any temporal theory are LTL-
representable. The proof for this result is challenging in the sense that involves dealing
with formal background from two different areas. On the temporal logic side, it relies
on the classical Kamp’s theorem [4], that shows that LTL is exactly as expressive as
Monadic First Order Logic with a linear ordering relation, MFO(<). In particular, we
use a recent alternative proof by Rabinovich [11] showing that MFO(<) is reducible to
a kind of decomposition formulas [12] called

−→
∃ ∀ formulas. On the non-monotonic rea-

2 An important assumption which is usually not stated explicitly, is that the signature only con-
tains p or that any other proposition must vary freely in any state. Otherwise, if auxiliary atoms
are allowed, the property becomes LTL-representable.



soning side, the proof uses an encoding of TEL in terms of the General Theory of Stable
Models [13], a second-order characterisation of Quantified Equilibrium Logic [14], and
uses some results on elimitation of second-order quantifiers from the algorithm in [15]
for computing Circumscription [16].

The rest of the paper is organised as follows. In the next section, we introduce the
basic definitions of TEL. In Section 3 we provide a translation from TEL, a modal
formalism, to a quantified logic with monadic predicates and an linear ordering rela-
tion. We also recall the definition of first-order stable models from [13] in terms of a
second-order operator. In Section 4 we recall some known results for elimination of
second-order quantifiers. Section 5 contains the main proof and a small example. Fi-
nally, Section 6 concludes the paper.

2 Temporal Equilibrium Logic

The definition of TEL is made in two steps. First, we define a monotonic base, the
logic of Temporal Here-and-There (THT), that consists in extending the monotonic base
of Equilibrium Logic (called the logic of Here-and-There [17]) to the temporal case.
Second, we define a model selection criterion among the THT-models of a temporal
theory.

The syntax of propositional THT coincides with LTL. Given a set of atoms Σ, a
temporal formula ϕ can be expressed by the LTL grammar shown below:

ϕ ::= ⊥ | p | α ∧ β | α ∨ β | α→ β | ©α | α U β | αR β

where α and β are temporal formulas in their turn and p is any atom. The unary temporal
operator © is read as “next,” and the binary temporal operators U and R are read as
“until” and “release” respectively. Negation is defined as ¬ϕ def

= ϕ→ ⊥ whereas > def
=

¬⊥. As usual, ϕ↔ ψ stands for (ϕ→ ψ) ∧ (ψ → ϕ). Other usual temporal operators
can be defined in terms of U and R. For instance, 2ϕ def

= ⊥ R ϕ and 3ϕ def
= > U ϕ

where 2 is read “forever” and 3 stands for “eventually” or “at some future point.”
An LTL-interpretation (or temporal interpretation) T, is an infinite sequence of sets

of atoms Ti ⊆ Σ for i ≥ 0 called states. Given two temporal intepretations, H and T,
we define the ordering relation H ≤ T as Hi ⊆ Ti for all i ∈ N. A THT-interpretation
M is a pair of temporal interpretations 〈H,T〉 such that H ≤ T. When H = T the
THT-interpretation is said to be total.

Definition 2 (THT satisfaction). Given an interpretation M = 〈H,T〉 and a state
number i ∈ N, we recursively define when M satisfies a temporal formula ϕ at i as:

– M, i |= p iff p ∈ Hi with p an atom
– ∧,∨,⊥ as usual
– M, i |= ϕ→ ψ iff for all w ∈ {H,T}, 〈w,T〉, i 6|= ϕ or 〈w,T〉, i |= ψ
– M, i |=© ϕ iff M, i+1 |= ϕ
– M, i |= ϕ U ψ iff ∃k ≥ i such that M, k |= ψ and ∀j ∈ {i, . . . , k-1},M, j |= ϕ
– M, i |= ϕR ψ iff ∀k ≥ i such that M, k 6|= ψ then ∃j ∈ {i, . . . , k-1},M, j |= ϕ.



�

From the definition of 2ϕ and 3ϕ as derived operators, we can easily obtain:

– M, i |= 2ϕ iff ∀k ≥ i, M, k |= ϕ
– M, i |= 3ϕ iff ∃k ≥ iM, k |= ϕ

A formula ϕ is THT-valid if M, 0 |= ϕ for any M. An interpretation M is a THT-model
of a theory C, written M |= C, if M, 0 |= ϕ, for all formula ϕ ∈ C.

It is not difficult to see that, when we restrict to total interpretations, 〈T,T〉, i |= ϕ
in THT iff T, i |= ϕ in LTL. In other words, total THT-models correspond to LTL-
models. We establish next a model selection criterion for total THT-models.

Definition 3 (Temporal Equilibrium Model). A total THT-model M = 〈T,T〉 is a
Temporal Equilibrium Model of a theory C iff there is no other temporal interpretation
H such that H < T and 〈H,T〉, 0 |= C. �

We say that T is a temporal stable model (TS-model for short) of a theory C iff
〈T,T〉 is a temporal equilibrium model of C. Since temporal equilibrium models are
total THT-models, any TS-model is an LTL-model.

3 From Modal Logic to Quantified Predicates

The classical main result from Kamp’s dissertation [4] consisted in proving that LTL
has the same expressive power than Monadic First-Order logic with a linear ordering
relation, MFO(<). In this section, we prove that one of the two directions of Kamp’s
proof, the fact that LTL can be translated to MFO(<), can be actually applied both to
THT and TEL using the same translation.

We will consider formulas in the standard syntax of first-order logic with no func-
tions, with a binary predicate ‘≤’ representing a linear ordering relation and an arbitrary
set P of monadic predicates. We will use letters F,G to denote first-order formulas, as
opposed to Greek letters ϕ,ψ to denote temporal formulas. We keep the definitions of
derived operators ‘¬’, ‘>’ and ‘↔’ as before and additionally define i < j

def
= ¬(j ≤ i),

i = j
def
= (i ≤ j)∧(j ≤ i). Although functions are not allowed, we will use the notation

p(t+1) as an abbreviation of the formula ∃x (p(x)∧ t ≤ x∧¬∃y (t < y∧y < x)), for
any monadic predicate p. The domain will always be fixed to the set N of natural num-
bers3 and we will deal with a syntactic constant i per each element i ∈ N. Given a set
of monadic predicates P we denote Atoms(P) as the set of all possible atoms formed
by predicates in P and constants in N. Since the domain and the interpretation of ≤
will be fixed, a first-order interpretation can be succinctly represented as a set of atoms
T ⊆ Atoms(P). There exists an obvious one-to-one correspondence between a first-
order interpretation T defined in this way and a temporal interpretation T = {Ti}i∈N
so that p ∈ Ti iff p(i) ∈ T for any i ∈ N.

3 Although the original Kamp’s result holds for any time model in the form of a Dedekind com-
plete linear ordering, for our purposes, it suffices with considering the ordered set of natural
numbers.



We define next the logic of Monadic Quantified Here-and-There with a linear or-
dering, MHT(<), as a simplified instance of [14]. An MHT(<)-interpretation is a tuple
M = 〈H, T 〉 where H ⊆ T ⊆ Atoms(P). As before, we say that the interpretation is
total iffH = T . The satisfiability relation is defined as follows:

– M |= p(i) iff p(i) ∈ H
– M |= i ≤ j iff i is less or equal than j as natural numbers
– ∧, ∨, ⊥ as usual
– M |= F → G iff for all w ∈ {H, T }, 〈w, T 〉 6|= F or 〈w, T 〉 |= G
– M |= ∀x F (x) iff for all i ∈ N,M |= F (i)
– M |= ∃x F (x) iff there exists i ∈ N,M |= F (i)

THT formulas can be regarded as a fragment of MHT(<) where only one free vari-
able is considered4, as happens when encoding LTL into MFO(<). We introduce next a
simple syntactic translation of a temporal formula into a first-order formula.

Definition 4. Let ϕ be a temporal formula for signature Σ. We define the translation
[ϕ]t for some term t as follows:

[⊥]t
def
= ⊥

[p]t
def
= p(t), with p ∈ Σ an atom.

[α ∧ β]t
def
= [α]t ∧ [β]t

[α ∨ β]t
def
= [α]t ∨ [β]t

[α→ β]t
def
= [α]t → [β]t

[©α]t
def
= [α]t+1

[α U β]t
def
= ∃x (t ≤ x ∧ [β]x ∧ ∀y (t ≤ y < x→ [α]y))

[αR β]t
def
= ∀x (t ≤ x→ [β]x ∨ ∃y (t ≤ y < x ∧ [α]y))

Note how, per each atom p ∈ Σ in the temporal formula ϕ, we get a monadic predicate
p(x) in the translation. The effect of this translation on the derived operators 3 and 2
yields the quite natural expressions:

[2α]t
def
= ∀x (t ≤ x→ [α]t) [3α]t

def
= ∃x (t ≤ x ∧ [α]t)

As a pair of examples, the translations of our two running examples (1) and 3p for
t = 0 respectively correspond to:

∀x (0 ≤ x → (¬p(x)→ p(x+ 1))) (2)
∃x(0 ≤ x ∧ p(x)) (3)

The trivial direction of Kamp’s theorem guarantees that, given any temporal formula
ϕ, there exists an obvious one-to-one correspondence between LTL-models of ϕ and
MFO(<)-models of [ϕ]0. We show next that this correspondence is maintained for THT-
interpretations and MHT(<)-models.

4 Up to date, the question of whether the other direction of Kamp’s theorem holds for THT or
not is unanswered. Namely, we ignore whether MHT(<) can be translated back to THT.



Theorem 1. Let ϕ be a temporal formula for a vocabulary Σ. Moreover, let M =
〈H,T〉 be a THT-interpretation for Σ and let M = 〈H, T 〉 be its corresponding
MHT(<)-interpretation. Then M, i |= ϕ in THT iffM |= [ϕ]i in MHT(<).

Proof. It directly follows from structural induction (see Appendix for full detail). �

3.1 First-order Stable Models

We say that a total MHT(<)-modelM = 〈T , T 〉 of a first-order theory C is an equi-
librium model of C iff there is no strictly smaller H ⊂ T such that 〈H, T 〉 is a model
of C. We call stable model of C to any T such that 〈T , T 〉 is an equilibrium model of
C.

We show next that the correspondence shown for the previous translation is still
valid when we consider TS-models versus (first-order) stable models.

Theorem 2. Let T be a temporal interpretation, T its corresponding first-order inter-
pretation and ϕ some temporal formula. Then, T is a TS-model of ϕ iff T is a stable
model of [ϕ]0.

Proof. We begin noting that the ordering relation between temporal interpretations
H ≤ T is also in one-to-one correspondence with the ordering relation H ⊆ T as sets
of monadic predicate atoms. Then, the result follows from the definitions of TS-model
and stable model, together with Theorem 1. �

We conclude this section recalling an important characterisation of stable models
for first-order theories in terms of second-order logic introduced in [13] that will be
crucial for proving the main result. We define next the SM operator from [13] slightly
adapted for our particular kind of first-order theories.

Definition 5 (SM Operator (adapted from [13])). Let p be the list of monadic predi-
cate constants p1 · · · pn in P . For any first-order formula F we define:

SM[F ; p]
def
= F ∧ ¬∃u (u ≺ p ∧ F ∗(u))

where u is a list of n distinct predicate variables u1 · · ·un, u ≺ p stands for the con-
junction of all the formulas

∀x (ui(x)→ pi(x)) ∧ ∃y (pi(y) ∧ ¬ui(y))

for i = 1, . . . n, and F ∗(u) is a recursive transformation defined as:

pi(t)
∗ def

= ui(t) for any term t and pi in p

(t ≤ t′)∗ def
= t ≤ t′

(F ∧G)∗
def
= F ∗ ∧G∗

(F ∨G)∗
def
= F ∗ ∨G∗

(F → G)∗
def
= (F → G) ∧ (F ∗ → G∗)

(∀xF )∗
def
= ∀xF ∗

(∃xF )∗
def
= ∃xF ∗



Theorem 3 (from [13]). Given a first-order formula F for predicates p, any interpre-
tationM is a model of SM[F ; p] iffM is a stable model (in the sense of Equilibrium
Logic) of F . �

4 Second-Order Quantifier Elimination

Second order logic has been successfully used in non-monotonic formalisms such as
Circumscription [16,18] and General Stable Models [13]. Both formalisms are ex-
pressed in terms of a second order formula that sometimes can be reduced to a first-
order expression. This reduction can be syntactically performed by means of combin-
ing some well-known equivalences on second-order logic together with Ackermann’s
Lemma [19]. Both results are described below.

Proposition 1. The following pairs of formulas are equivalent in second-order logic.

¬¬A ≡ A (4)
¬(A ∧B) ≡ ¬A ∨ ¬B (5)
¬(A ∨B) ≡ ¬A ∧ ¬B (6)
¬∀xA(x) ≡ ∃x¬A(x) (7)
¬∃xA(x) ≡ ∀x¬A(x) (8)

∃xA(x) ∨B(x) ≡ ∃xA(x) ∨ ∃xB(x) (9)
∀xA(x) ∧B(x) ≡ ∀xA(x) ∧ ∀xB(x) (10)
Qx(A(x)) ∧ C ≡ Qx(A(x) ∧ C) (11)
C ∧Q x(A(x)) ≡ Qx(C ∧A(x)) (12)
Qx(A(x)) ∨ C ≡ Qx(A(x) ∨ C) (13)
C ∨Q x(A(x)) ≡ Qx(C ∨A(x)) (14)

QxQyA ≡ QyQxA (15)
A ∧ (B ∨ C) ≡ (A ∧B) ∨ (A ∧ C) (16)
A ∨ (B ∧ C) ≡ (A ∨B) ∧ (A ∨ C) (17)

A(t) ≡ ∀x (x = t)→ A(x) (18)

A(t1) ∨ · · · ∨A(tn) ≡ ∃x (x = t1 ∨ · · · ∨ x = tn) ∧A(x) (19)
∀x∃yA(x, · · ·) ≡ ∃f∀xA(x, f(x), · · ·) (20)

A(t1) ∧ · · ·A(tn) ≡ ∀x(x 6= t1 ∧ · · ·x 6= tn) ∨A(x) (21)

Here Q stands for any quantifier and A, B, C are formulas such that C does not contain
free occurrences of the variable x. In clauses (18), (19) and (21), t, t1, · · ·, tn contain
variables from x. In clause (20), f is a function variable that does not occur in A. �

This list of syntactic equivalences allows us to transform an input second-order
formula into an equivalent one that has a suitable form for applying the Ackermann’s
Lemma, which is following defined:



Lemma 1 (Ackermann’s Lemma). Let Φ be a predicate variable and G(x, z), B(Φ)
formulas without second order quantification such that G(x, z) does not contain Φ .
The following equivalences hold:

∃Φ∀x(Φ(x)→ G(x, z)) ∧B(Φ) ≡ B(Φ← G(x, z)) If B(Φ) is positive for Φ

∃Φ∀x(G(x, z)→ Φ(Φ)) ∧B(Φ) ≡ B(Φ← G(x, z)) If B(Φ) is negative for Φ

where, in the right-hand formulas, the arguments x ofG are each time substituted by the
respective actual arguments of Φ (renaming the bound variables whenever necessary).

The process of removing second-order quantifiers has been automated in two algo-
rithms: SCAN [20] and DLS [15]. While SCAN is applicable to any arbitrary second-
order formula but may not terminate, DLS provides an input format for which the algo-
rithm terminates removing the second-order quantifiers successfully. This input format
is defined below:

Lemma 2 (From [15]). Let ∃Φ [(pref B) ∧ (pref ′ C)] where pref and pref ′ are
sequences of first-order quantifiers;B andC are quantifier-free formulas in conjunctive
normal form; B is positive w.r.t. Φ and C is negative w.r.t. Φ then the DLS algorithm
will remove all second-order quantifiers iff one of the following conditions holds:

– B is universal and each conjunct of B contains at most one occurrence of Φ, or
– C is universal and each conjunct of C contains at most one occurrence of ¬Φ �

By positive occurrence (resp. negative) of a predicate variable Φ in a formula ϕ
we mean that the conjunctive normal form of ϕ contains a subformula of the form
Φ(t) (resp. ¬Φ(t))). A formula ϕ is said to be positive (resp. negative) w.r.t. Φ iff all
occurrences of Φ in ϕ are positive (resp. negative).

5 Representing TS-models in LTL

In this section we prove that the set of TS-models of a temporal formula ϕ is always
LTL-representable. To achieve this result we proceed by proving that the set of stable
models of [ϕ]0 collapses to a first order sentence. The kind of second-order formulas
that are considered in this paper has the form ∃Φ F (Φ) where Φ is a predicate name
and F a monadic first-order formula. We will resort to a recent result proved by Ra-
binovich [11] showing that we can replace F by an equivalent5 disjunction of the so
called

−→
∃ ∀ formulas which are described below:

Definition 6. An
−→
∃ ∀ formula over a set of monadic predicates P is a has the form:

5 This holds for any ≥ representing a Dedekind complete chains.



F (z0, · · · zn) := ∃xn · · · ∃x1∃x0 ·(
m∧

k=0

zk = xik

)
∧ (xn > xn−1 > · · · > x1 > x0)

∧
( n∧

j=0

Aj(xj)

)
∧
( n∧

j=1

[∀y (xj−1 < y < xj)→ Bj(y)]

)
∧ ∀y (xn < y)→ Bn+1(y)) ∧ ∀y (y < x0)→ B0(y) (22)

with a prefix of n+1 existential quantifiers and with all Aj , Bj quantifier free formulas
with one variable over P , and i0, · · · , im ∈ {0, · · · , n}.

In his paper [11], Rabinovich uses this normal form (disjunction of
−→
∃ ∀ formulas)

to prove the non-trivial direction of Kamp’s theorem we enunciate below, proved both
in [4] and [11] (and many other alternatives in the literature).

Theorem 4 (Kamp’s theorem). For every MFO(<) formula F (x) with one free vari-
able, there is an LTL formula which is equivalent to F (x) over Dedekind complete
chains. �

Since any MFO(<) formula F can be reduced to a disjunction of
−→
∃ ∀ formulas,

and since existential quantifiers distribute with respect to disjunction, the problem of
removing the second-order existential quantifier in ∃Φ F (Φ) can be exclusively focused
on expressions of the form ∃Φ G(Φ) where G is a

−→
∃ ∀ formula.

Lemma 3. Let P be a set of predicate names, Φ a predicate variable and F (Φ) an
−→
∃ ∀ formula built over P . Then, the formula ∃Φ F (Φ) is equivalent to a first-order for-

mula. NOTE: this property is FALSE6. As a counterexample, take theMSO(<) formula
∃ΦF (Φ) with:

F (Φ) := Φ(0) ∧ ¬Φ(1) ∧ ∀x ≥ 0 · (Φ(x)↔ Φ(x+ 2)) ∧ ∀x ≥ 0 · (Φ(x)→ p(x))

Intuitively, Φ(x) is true if and only if state x is even. As a result of the last implication,
predicate p(x) is true in even states and varies freely in all the rest. This is known as
the “even-state property” and it is well-known to be non-representable in LTL. Now, if
the second order variable Φ could be removed, it would mean that the resulting formula
G(p) would be an FSO(<) expressing the even-state property for p(x). But, by Kamp’s
theorem, there would be an equivalent LTL formulaG′(p) expressing the same property
and we reach a contradiction.

Proof. By Definition 6, F (Φ) has the form (22) where Φ will only occur in subformulas
Aj , Bj , B0 or Bn+1, since all the rest is expressed in terms of the ≤ predicate. Taking

6 We wish to thank Stéphane Demri for finding both the counterexample and the error in the
proof.



the formula ∃ΦF (Φ), we can shift the quantifier ∃Φ inside (22) leaving outside all those
subformulas that do not depend on Φ as follows:

∃xn · · · ∃x1∃x0 ·

(
m∧

k=0

zk = xik

)
∧ (xn > xn−1 > · · · > x1 > x0)

∧ ∃Φ
( ∧n

j=0Aj(xj) ∧
∧n

j=1 [∀y (xj−1 < y < xj)→ Bj(y)]

∧ [∀y (xn < y)→ Bn+1(y)] ∧ [∀y (y < x0)→ B0(y)]

)
(23)

Now, let us take the subformula G above in the scope of ∃Φ and transform it into CNF:

n∧
j=0

mj∧
k=1

Aj,k(xj)

∧

 n∧
j=1

∀y

[
rj∧

k=1

(¬(xj−1 < y < xj) ∨Bj,k(y))

]
∧ ∀y

[
h∧

k=1

(¬(xn < y) ∨Bn+1,k(y))

]

∧ ∀y

[
s∧

k=1

(¬(y < x0) ∨B0,k(y))

]

We can shift ∀y outside using (10), (11) and (12) and reorganise the clauses as follows:

∀y
( [∧n

j=0

[∧mj

k=1Aj,k(xj) ∧
∧rj

k=1(¬(xj−1 < y < xj) ∨Bj,k(y))
]]

∧
[∧h

k=1(¬(xn < y) ∨Bn+1,k(y))
]
∧ [
∧s

k=1 (¬(y < x0) ∨B0,k(y))]

)
(24)

The resulting formula (24) is universally quantified (NOTE: a first part of the error
comes here: the formula has some free variables xi that, in fact, are externally quantified
with ∃) and in prefex normal form, while its matrix is in CNF and Φ occurring at most
once in each conjunct. It is crucial to note that any of these conjuncts containing both
positive and negative occurrences of Φ can be removed. This is because all subformulas
that may contain Φ, that is, Aj,k(xj), Bj,k(y), B+1,k(y) and B0,k(y), only contain one
free variable, y, and so, the positive and negative occurrence of Φ in a CNF clause of
this form mandatorily forms a disjunction Φ(y) ∨ ¬Φ(y), which is a tautology. Since
(24) is equivalent to G, the quantified formula ∃ΦG in (23) can be reformulated as:

h′∧
j=0

C ′j(y) ∧ ∃Φ

∀y
 h+∧

j=0

C+
j (y)

 ∧
 h−∧
j=0

C−j (y)





where C+
j and C−j represent the conjuncts which contain positive and negative occur-

rences of Φ whereas C ′j stands for all conjuncts that do not depend on Φ, and so, have
been moved out of the scope of ∃Φ. Finally, the expression above is already in the input
form for the DLS algorithm, so the removal of the second order quantifier is guaranteed
by Lemma ?? (NOTE: This is wrong. DLS algorithm is only applicable if all first-order
variables are universally quantified. In this case, we have some variables xi that are free
and come from an existential quantification in the initial formula). �

As said before, this lemma can be easily extended to the case of a disjunction of
−→
∃ ∀ formulas by distributing the existential quantifier with respect to disjunction and
then applying Lemma 3 to every disjunct.

Theorem 5 (Main theorem). The set of TS-models of a temporal formula ϕ is LTL-
representable.

Proof. From Theorem 2, we know that the (first-order) stable models of [ϕ]0 = F are
in one-to-one correspondence with the TS-models of ϕ. Those first-order stable models
are captured by the second-order formula SM[F ; p] = F ∧ ¬∃u (u ≺ p ∧ F ∗(u)).
Now, as F ∗(u) is an MFO(<) formula, it can be expressed as a disjunction of

−→
∃ ∀

formulas. By Lemma 3, we can go applying algorithm DLS to remove one by one all
second-order quantifiers ∃ui from right to left to eventually obtain a first-order formula
equivalent to SM[F ; p]. But then, by Kamp’s theorem, this formula, which is in the
syntax of MFO(<), can be expressed back in LTL. �

5.1 A pair of examples

In this section we show how to obtain LTL formulas that capture the TS-models for our
two running examples (1) and 3p. Theorem 5 guarantees that this is always possible,
but the method to obtain such formulas used in its proof resorts to the DLS algorithm
and to the non-trivial direction of Kamp’s theorem. In both cases, this implies a rather
complicated set of transformations we did not include in this paper, for simplicity sake.
Instead, we will use Ackermann’s Lemma for second-order quantifier elimination and
will reduce the obtained MFO(<) formulas back to LTL by hand.

Example 1. Take the (non-splittable) temporal formula 3p and let us call F to the for-
mula [3p]0 = (3). In its turn, the stable models of (3) are captured by:

SM[(3); p] ≡ (3) ∧ ¬∃u (u ≺ p ∧ ∃z (z ≥ 0 ∧ u(z)))︸ ︷︷ ︸
F

Let us call F to the second conjunct. Using the definition of u ≺ p, F is equivalent to:

F ≡ ¬∃u
(
∀y (u(y)→ p(y)) ∧ ∃k (p(k) ∧ ¬u(k)) ∧ ∃z (z ≥ 0 ∧ u(z))

)
We can move outside the scope of ∃u the first-order existential quantifiers ∃k and ∃z
and, afterwards, the conjuncts that do not depend on u, p(k) and z ≥ 0. We also use
equivalence (18) on u(z) to obtain:



≡ ¬∃k ∃z
(
z ≥ 0 ∧ p(k) ∧ ∃u

(
¬u(k) ∧ ∀y (u(y)→ p(y)) ∧ ∀h (h = z → u(h))

))
At this point, we can apply Ackermann’s lemma takingG = (h = z) andH = ¬u(k)∧
∀y (p(y)→ u(y)). The resulting formula is

≡ ¬∃k ∃z
(
z ≥ 0 ∧ p(k) ∧ k 6= z ∧ ∀y (y = z → p(y))

)
≡ ¬∃k ∃z

(
z ≥ 0 ∧ p(k) ∧ k 6= z ∧ p(z)

)
≡ ∀k ∀z (z ≥ 0 ∧ p(z) ∧ p(k)→ k = z)

This formula essentially expresses that there is at most one point k with p(k) true. Thus,
the complete final result for SM[(3); p] is:

SM[(3); p] ≡ ∃x(x ≥ p ∧ p(x)) ∧ ∀k ∀z (z ≥ 0 ∧ p(z) ∧ p(k)→ k = z)

that means that there is exactly one point with p(x) true. This can be reexpressed as:

≡ ∃x
(
x ≥ 0 ∧ p(x) ∧ ∀z(z ≥ 0 ∧ z 6= x→ ¬p(z))

)
≡ ∃x

(
x ≥ 0 ∧ p(x) ∧ ∀z(z ≥ 0 ∧ z < x→ ¬p(z)) ∧ ∀z(z ≥ 0 ∧ z > x→ ¬p(z))

)
≡ ∃x

(
x ≥ 0 ∧ p(x) ∧ ∀z(0 ≤ z < x→ ¬p(z)) ∧ ∀z(z ≥ x+ 1→ ¬p(z))

)
Finally, it can be easily checked that this last expression corresponds to the translation
of the LTL formula ¬p U (p ∧©2¬p). �

Example 2. Take the formula (1) and its translation [(1)] = (2). Its corresponding stable
models are captured by

SM[(2); p] = (2) ∧ ¬∃u
(
u ≺ p ∧ ∀x (0 ≤ x ∧ ¬p(x)→ u(x+ 1))

)
︸ ︷︷ ︸

F

Let us focus on the second conjunct, F . By applying equivalences (15), (18) and some
simple transformations we get:

F ≡ ¬∃u
(
u ≺ p ∧ ∀k (∃x (0 ≤ x ∧ ¬p(x) ∧ k = x+ 1)→ u(k))

)
Since u ≺ p only contains negative occurrences of u we can easily apply Ackermann’s
lemma considering B(u) = u ≺ p = ∀y(u(y) → p(y)) ∧ ∃z(p(z) ∧ ¬u(z)) and



G(k) = ∃x (0 ≤ x ∧ ¬p(x) ∧ k = x+ 1). As a result, we get the equivalent first-
order formula:

≡ ¬

( C︷ ︸︸ ︷
∀y (∃x (0 ≤ x ∧ ¬p(x) ∧ y = x+ 1)→ p(y))

∧ ∃z (p(z) ∧ ¬∃x (0 ≤ x ∧ ¬p(x) ∧ z = x+ 1))

)

Now, for C, we can separate y = 0 from y > 0. If y = 0 there is no x ≥ 0 such
that y = x + 1 so the implication becomes trivially true. For y > 0 we can reexpress
C as ∀y (y > 0 ∧ ¬p(y − 1)→ p(y)) or just ∀y (y ≥ 0 ∧ ¬p(y)→ p(y + 1)) which is
equivalent to (2). Therefore:

SM[(2); p] ≡ (2) ∧
(
¬(2) ∨ ¬

(
∃z (p(z) ∧ ¬∃x (0 ≤ x ∧ ¬p(x) ∧ z = x+ 1))

))
≡ (2) ∧ ∀z

(
¬∃x (0 ≤ x ∧ ¬p(x) ∧ z = x+ 1)→ ¬p(z)

)
We apply a similar technique as before, separating z = 0 from z > 0 to obtain:

≡ (2) ∧ ¬p(0) ∧ ∀z(z ≥ 0 ∧ p(z)→ ¬p(z + 1))

≡ ∀x(x ≥ 0 ∧ ¬p(x)→ p(x+ 1)) ∧ ¬p(0) ∧ ∀z
(
z ≥ 0 ∧ p(z)→ ¬p(z + 1)

)
≡ ∀x

(
x ≥ 0→ (¬p(x)↔ p(x+ 1))

)
which obviously corresponds to the LTL formula ¬p ∧2(¬p↔©p). �

6 Conclusions

In this paper we have shown that the temporal stable models (TS-models) of an arbi-
trary formula in the syntax of Linear-Time Temporal Logic (LTL) can always be cap-
tured as the LTL models of another temporal formula. Until now, we only knew that
the set of TS-models of a formula could always be captured by a Büchi automaton,
but in the general case, the latter is more expressive than LTL. For instance, we know
now that properties that are Büchi-representable but not LTL-representable (such as the
even-state property) cannot be expressed as the TS-models of any theory. Therefore,
this result confirms that the non-monotonicity of TEL does not increase the expressive
power we obtain with respect to monotonic LTL, although it provides a more flexible
and elaboration tolerant representation.

The interest of the obtained result is mostly theoretical. From a practical point of
view, we may find the Büchi automaton representation for TS-models more comfortable
and readable, especially in small examples. Still, there may be cases in which an LTL-
formula ψ can provide a more compact description of the set of TS-models of another



formula ϕ. For instance, for skeptical reasoning, checking if some query α holds in all
TS-models of ϕ amounts to checking if the formula ψ ∧ ¬α is LTL-unsatisfiable. For
credulous reasoning, checking whether α holds in some TS-model would correspond to
checking the LTL-satisfiability of ψ ∧ α.

The obtained proof has resulted challenging in the sense that required dealing with
technical results both from the LTL arena and from logical encodings of first-order sta-
ble models, including techniques for elimination of second-order quantifiers. Although
the main theorem in this paper shows that there always exists an LTL-formula ψ that
captures the TS-models of any temporal formula ϕ, the proof itself does not provide a
direct automated method for obtaining ψ, since it relies on previous results of expres-
siveness whose practical applicability is not always straightforward. The construction
of an automated method for that purpose is part of the immediate future work.

Acknowledgements We are especially thankful to Vladimir Lifschitz who suggested
us using the results from [15] for second-order quantifier elimination.
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Appendix

(FOR REVIEWING PURPOSES ONLY)

Proof of Theorem 1. We proceed by structural induction.

– If ϕ = ⊥ then [ϕ]i = ⊥ and the result is straightforward.
– If ϕ = p is an atom, then [p]i = p(i) and we get the chain of equivalent conditions:
M, i |= p⇔ p ∈ Hi ⇔ p(i) ∈ H⇔M |= p(i).

– If ϕ = α ∧ β we get:
M, i |= α ∧ β

⇔M, i |= α and M, i |= α
⇔M |= [α]i andM |= [β]i by induction on α, β
⇔M |= [α]i ∧ [β]i
⇔M |= [α ∧ β]i

– The proof for ϕ = α ∨ β is analogous to the one for α ∧ β.
– If ϕ = α→ β we get:

M, i |= α→ β
⇔ for any w ∈ {H,T}, 〈w,T〉, i |= α and 〈w,T〉, i |= α
Now, since the THT-interpretation 〈T,T〉 also corresponds to the MHT(<)-interpretation
〈T , T 〉 we can apply induction on subformulas, so that we continue with the equiv-
alent conditions:
⇔ for any w ∈ {H, T }, 〈w, T 〉 |= [α]i and 〈w, T 〉 |= [α]i
⇔ 〈H, T 〉 |= [α→ β]i.

– If ϕ =©α we get the equivalent conditions:
M, i |=©α

⇔M, i+ 1 |= α
⇔M |= [α]i+1 by induction
⇔M |= [©α]i

– If ϕ = α U β we get the equivalent conditions:
M, i |= α U β

⇔ There is some k ≥ i s.t. that M, k |= β and for j ∈ {i, . . . , k − 1}, M, j |= α
⇔ There is some k ≥ i s.t. thatM |= [β]k and for j ∈ {i, . . . , k − 1},M |= [α]j
⇔M |= ∃k(i ≤ k ∧ [β]k ∧ ∀j(i ≤ j < k → [α]j))
⇔M |= [α U β]i

– The proof for ϕ = αR β is analogous to the one for α U β.
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