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It may happen that the
information available is
incomplete.

The information we use is
usually imprecise.

In many cases the
information available is not
sufficient to make a
categorical decision.

Normally the real world is
non-deterministic. Intelligent
systems are not always
governed by deterministic
laws, so that general laws are
not always applicable.

The lack of agreement
between experts in the same
field is frequent. Both
circumstances make it difficult
to include knowledge in a
Rule-Based System.

Sometimes the available
information we handle is not
exactly true.

Our model is often
incomplete. There are many
phenomena whose cause is

unknown.




REASONING WITH

INACCURATE INFORMATION

FUZZY

CUAS-STATISTICAL
. CATEGORICAL MODELS
- PROBABILISTIC MODELS
.- CUASI-PROBABILISTIC MODELS
. CERTAINTY FACTORS
. THEORY OF EVIDENCE
- FUZZY LOGIC

QUANTUM MODELS ATEGORICAL

- VECTORIAL APPROACHES

. QUANTUM MODELS
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CLASSIC
CATEGORICAL
MODEL

22/09/2022

DOMAIN:

e X = {ALL POSSIBLE FACTS} = {X(1), X(2),..., X(n)}
e Y = {ALL POSSIBLE INTERPRETATIONS} = {Y(1), Y(2),..., Y(m)}

PROBLEM:

e f(X)
o f[X(i)] = 0 if X(i) is not a manifestation of my problem
o f[X(i)] = 1 if X(i) is a manifestation of my problem
* g (Y)
e g [Y(j)]1 = 0if Y(j) is not a possible solution of my problem
e g [Y(j)] =1if Y(j) is a possible solution of my problem

KNOWLEDGE

e« E=E(X,Y)

LOGICAL PROBLEM

e E(f—g)




CLASSIC
CATEGORICAL

MODEL

22/09/2022

- DOMAIN:

- X=1{X(1), X(2)}
- Y={Y(1), Y(2)}

- KNOWLEDGE

- RULE1:Y(2) > X (1)

. RULE 2:Y(1)and notY (2) > X (2)

- RULE3:notY (1)andY (2) > not X (2)
- RULE4:X(1)orX(2)—>Y(1)orY(2)

- PROBLEM

- f(X)=not X (1) and X (2)

- SOLUTION

. g(Y)=Y(1)and notY (2)



ALTERNATIVE
CATEGORICAL
MODEL

X (1) 0

X (2) 0

X2

X3

x4
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ALTERNATIVE

CATEGORICAL MODEL

e e Ll [ [ L [ Loa [ Ll [ e |

X(1) o 0 1 1 0 0 1 1 0 0 1 1 0 0 1 1
X(2) O 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1
Y(1) O 0 0 0 0 0 0 0 1 1 1 1 1 1 1 1

Y(2) O 0 0 0

1 1 1 1 0 0 0 0 1 1 1 1
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ALTERNATIVE

CATEGORICAL MODEL

RULE 1: IF Y(2) THEN X(1)
1 1 1

1 0 0

[l [

X(1) o 0 1 1 0 0
X(2) O 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1
Y(1) O 0 0 0 0 0 0 0 1 1 1 1 1 1 1 1

Y(2) O 0 0 0 1 1 1 1 0 0 0 0 1 1 1 1

Y1l Y2 Y3 Y4
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ALTERNATIVE

CATEGORICAL MODEL

RULE 2: IF Y(1) and not Y(2) THEN X(2)

S

X(1) o 0 1 1
X(2) O 1 0 1
Y(1) O 0 0 0

Y(2) O 0 0 0

Y1l

22/09/2022

0 0 1 1 0 0

Y2 Y3

1

Y4
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ALTERNATIVE

CATEGORICAL MODEL

RULE 3: IF not Y(1) and Y(2) THEN not X(2)

S

X(1) o 0 1 1 0 0 1 1 0 0 1 1 0 0 1 1
X(2) O 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1
Y(1) O 0 0 0 0 0 0 0 1 1 1 1 1 1 1 1

Y(2) O 0 0 0 1 1 1 1 0 0 0 0 1 1 1 1

Y1l Y2 Y3 Y4
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ALTERNATIVE
CATEGORICAL MODEL

X (1)

X (2)

Y (1)

Y (2)

Y2 Y3 Y4
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ALTERNATIVE
CATEGORICAL

MODEL

22/09/2022

EXPANDED LOGICAL BASIS:

REDUCED LOGICAL BASIS:

ASSOCIATED COMPLEX IN
RBL:

SOLUTION:

X1Y1, X1Y2, X1Y3, X1Y4, X2Y1,
X2Y2, X2Y3, X2Y4, X3Y1, X3Y2,
X3Y3, X3Y4, X4Y1, X4Y2, X4Y3,
X4aY4

X1Y1, X3Y2, X2Y3, X4Y3, X3Y4,
X4Y4

Y3 —> g (Y)=Y(1) and not Y(2)




* UNCERTAINTY APPEARS SPONTANEOUSLY EVEN
WHEN WE USE CATEGORICAL MODELS

e Assume that f (X) = X(1) and not X(2) = X3

X3Y2

* Associated complex in RLB = {ng4

ALTERNATIVE  TWO SOLUTIONS:
CATEGORICAL + g1 (Y) = Y2 - not Y(1) and Y(2)

g2 (Y)=Y4 —> Y(1) and Y(2)

MODEL * INTERPRETATION

* Y(1) could be a solution or could not be a
solution

* Y(2) is, for sure, a solution



PROBABILISTIC

APPROACH
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* BAYESIAN METHOD

* Asimple equation for Bayes Theorem

X X
g -2

Y X
iy -2

* Generalization

15



JOINT PROBABILITIES OF ELEMENTS THAT DO NOT APPEAR IN THE REDUCED
LOGICAL BASIS ARE ZERO.

TO ENSURE MATHEMATICAL CONSISTENCY THE SUM OF THE CONDITIONAL
PROBABILITIES OF ELEMENTS THAT SHARE CONDITIONS MUST BE ONE.

P(Y2/X1) MUST BE ZERO SINCE X1Y2 DO NOT BELONG TO BLR

P RO BAB| Ll STl C P(Y3/X2) MUST BE ONE SINCE THERE IS ONLY ONE COMPLEX IN BLR X2
AP P ROACH P(Y2/X3) + P(Y4/X3) MUST BE ONE SINCE BOTH X3Y2 and X3Y4 ARE IN BLR

THIS OPENS A VERY INTERESTING PERSPECTIVE FROM THE POINT OF VIEW OF
KNOWLEGE ENGINEERING.

OBVIOUSLY, CATEGORICAL REASONING IS A PARTICULAR CASE OF
PROBABILISTIC REASONING.
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Some
Problems
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GENERAL

CONCEPTS:

e IMPRECISION concerns
declarative knwowledge or FACTS

e UNCERTAINTY concerns
procedural knowledge or RULES

e There are other kinds of
inaccuracy.

e Lack of knowledge
e \agueness

e Belief

e Disbelief

17



SOme * When dealing with knowledge, one of the main

PrOblemS problems of Probabilistic Models is their own
mathematical consistency.

* P(H/E) = X such that X € |0,1]
e P(not H/E) =1 — X such that X € |0,1]

* This is not always true, specially if our
knowledge is not complete.

* Subjective Conditional Probilities have been
proposed for this problem.
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CERTAINTY FACTORS

P(H/E)—P(H)
1-P(H)
P(H)—P(H/E)
P(H)

CERTAINTY FACTORS: CF(H,E) = MB(H,E) — MD(H, E)

IF P(H/E) > P(H) THEN MB(H,E) > 0 and MD(H,E) = 0 — CF(H,E) = MB(H,E)
IF P(H/E) < P(H) THEN MB(H,E) = 0 and MD(H,E) > 0 — CF(H,E) = - MD(H,E)
IF P(H/E) = P(H) THEN MB(H,E) = 0 and MD(H,E) = 0 — CF(H,E) = 0

INCREASING BELIEF: MB(H,E) =

INCREASING DISBELIEF: MD(H,E) =



I | DON’T KNOW

CERTAINTY FACTORS

SURE
ALMOST SURE
PROBABLY YES

PERHAPS

| DON’T THINK SO
PROBABLY NOT
ALMOST IMPOSSIBLE
IMPOSSIBLE

22/09/2022

CF=1.00
CF=0.75
CF=0.50
CF=0.25
CF =0.00
CF=-0.25
CF=-0.50
CF=-0.75
CF=-1.00
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CERTAINTY FACTORS

* COMBINING EVIDENCES 1. CF1>0and CF2>0
e CF12 = (CF1 + CF2) — (CF1 x CF2)
@{ 2. CF1<0andCF2<0
e CF12 = (CF1 + CF2) + (CF1 x CF2)
CF2 @ 3. CF1xCF2<0

@d .« CF12 = .CF1+CF2
1-min{|CF1|,|CF2|}
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PROPAGATING INACCURACY

RULE_1: IF IT RAINS A LOT | NORMALLY STAY AT HOME:

E1l — H1 with CF1

RULE_2: IF | STAY AT HOME | USE TO READ A BOOK:

CERTAINTY | i
FA CTO RS FACT_1: IT RAINS MODERATELY: E is not E1, but it is something similar:

E — E1 with CF(It rains moderately)

QUESTION: WHICH IS THE CERTAINTY FACTOR OF “READING A BOOK”?

CF(It rains moderately) x max {0, (CF1 x CF2)}

I CF(Reading a book, It rains moderately) =

22/09/2022 22



CERTAINTY FACTORS EXAMPLE

22/09/2022

SURE
ALMOST SURE
PROBABLY YES

PERHAPS
| DON’T KNOW
| DON’T THINK SO
PROBABLY NOT
ALMOST IMPOSSIBLE
IMPOSSIBLE

CF=1.00
CF=0.75
CF=0.50
CF=0.25
CF =0.00
CF=-0.25
CF=-0.50
CF=-0.75
CF=-1.00
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THE THEORY OF EVIDENCE

e CREDIBILITY = CR = Y.pc,m(B)
* PLAUSIBILITY = PL = Y 3420 M(B)

* CONFIDENCE INTERVAL = CI = |CR, PL]

I | UNCERTAINTY | I

0 CR PL 1

22/09/2022
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THE
THEORY OF A= Cr(A)= 0y PI(A) = 1 77
EV‘DENCE O <PlA) =1 Cr(A) =1y PI(A)=1— YES

Cr(A) < PI(A) Cr(A)=0yPI(A)=0— yo

Cr(A) < P(A) < PI(A)

9/22/2022



CERTAINTY FACTORS ARE IN

EVIDENTIAL THEORY

o el AIm1(A)=sT mi(6) = 1-s1

) CFAE)=sTHsdsls) e e e

o m2(A) =12 + s1(1-52) + s2(1-s1) = §1 + s2 -s1s2



FUZZY LOGIC

J) FIS Editor: difusos
File Edit View

H*
: :: : i LT
hat
-

Porcentsje

.

difusos

(marmdani)

-
.
-
L
.._ﬂ

Estatura

[doreiciacd

FIS Name: difusos

FIS Type:

rarndari

And method | iy j Current Yariable
Or method | - j Mame ‘ Porcentaje
Implication | iy j 1hute L

: Range [0 20]
Angregation | o j

pdating Membership Function E ditor

9/22/2022
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FUZZY LOGIC

J) Membership Function Editor: difusos

File Edit VYiew

FIS Yariables

Porcentaje Idoneidad

XX

Estatura

Membership function plots  Plot points: | 10

T T T

\

T T T T
Malo Regular Bueno Mury, ueno

= 1

AA_

B : 10

0 0
input variakble "Porcentsje"

Current Variable
Name

Type

Fange

Display Ranae

Forcentaje

input

| [020]

Current Membership Funchion [click on MF to select)

Name | Muy_malo

| traprnf LI

Type

Pararns | 0037

(020

Changing parameter for MF 3to [11 13 1517]

9/22/2022

28



FUZZY LOGIC

General features

Nomenclature

Algebraic structure

Algebraic operations

Knowledge representation

Fuzzy reasoning



FUZZY
LOGIC

Linguistic criteria

Ambiguity

Language
Classification
Taxonomies
Hierarchies

Reasoning




FUZZY
Plant? Stone? Virus?
LOGIC

Subjective issues




FUZZY LOGIC

Lofti Zadeh, 1965 Universe N of natural numbers

A = Natural numbers, even numbers and less than 10

A={2,4,68}suchthat2 e Aand3¢ A




FUZZY LOGIC

- U = Living human beings
- AcU
- A =Tall dark-haired living human beings
- Conventional sets:
UACSUsuchthat 3 us(x):U->{0,x¢A:1,x€ A}Vx e U
« Fuzzy sets:
UACSUsuchthat 3 uy(x):U - [0,1]vx e U



Criteria for defining the
membership degree function

FUZZY
LOGIC

U = Living people

A = Young living persons




Ua(x)=1: VXx/AGE (x) <25

FUZZY
LOGIC

Ua(x)=0:Vx/AGE (x) > 65

illa(x) : Vx /25 < AGE (x) < 65?




FUZZY LOGIC

LA(X) = 2228 () vix/ AGE(x) [25.65]

A = Young living person

AGE (Juan) =17 - i Young (Juan) =1.00
AGE (Marisa) =31 - U Young (Marisa) =0.85
AGE (Blas) =47 — 1 Young (Blas) =0.45
AGE (4na) =57 - 1 Young ( Ana) =0.20
AGE(Alex) =73 - 1 Young (Alex) =0.00




FUZZY LOGIC

Juan

Marisa

Blas IS 0.45 young
Ana IS 0.20 young

Alex IS 0.00 young



FUZZY LOGIC

0.00-0.00 = Is not
0.00 - 0.20 = /s very few
0.20-0.40 = Is a little

0.40 - 0.60 = Is somewhat

0.60 - 0.80 = Is moderately

0.80-1.00 =Is quite

1.00- 1.00=1s




FUZZY LOGIC

Juan 1S YOUNG
Marisa IS QUITE YOUNG
Blas IS SOMEWHAT YOUNG
Ana IS VERY FEW YOUNG
Alex IS NOT YOUNG




FUZZY LOGIC

- Comments
- The diffuse zone does not have to be linear
- The linguistic scale is arbitrary
- The number of items in the scale is arbitrary
- We can define complementary fuzzy sets

- Any set can be fuzzyfied



FUZZY LOGIC

VAcCU: Ais Fuzzy<> 3uuu(x) :U —[0,1]VxeU



FUZZY LOGIC

Universe :U
ZcU/duz(x):U —>[0,1]VxeU
/=0 <> w(x)=0VxelU



FUZZY LOGIC

Universe .U

AcU/Jua(x):U - [0,1]Vx eU
BcU/Jus(x):U = [0,1]VxeU
A=B > puu(x) = us(x):VxelU




FUZZY LOGIC

Universo referencial -U
AcCU/Jua(x):U —=[01]vxeU
— A=A j(x)=1— pa(x): VxelU




FUZZY LOGIC

Universo referencial -U

Ac U/ duu(x) U —|01])vx €U
BcU/Jus(x) .U —=01]vxelU
B A< us(x) = wu(x): VxelU




FUZZY LOGIC

U ={123456)
AcU/A={1234)

BcU/B={13)

1(x) = {1/141/2+1/3+1/4+0/5+0/6}
1(x) ={1/1+0/2+1/3+0/4+0/5+0/6}
1/1=1/1:1/2>0/2:1/3=1/3

1/4=>=0/4:0/5=0/5:0/6=0/6



FUZZY LOGIC

Universo referencial :U

AcU/Jpu(x) :U —=[0,1]¥xeU

BcU/dus(x) U —[0,1]vxeU

CcU/due(x) U —=>[01]vxelU

C=A4AuB <> te(x) =max{ fu:(x), us(x)}- Vx elU
Asociatividad - A V(BuC)=(AuB)uC




FUZZY LOGIC

Universo referencial - U

AcCcU/dpu(x) - U = [01]vx eU
BcU/due(x): U —=>[01]VxelU

CcU/duc(x) .U —=>|01]vxelU

C=A4AnB < pu(x) =mn{u(x), us(x)}: Vx elU
Asociatividad - AN (B C)=(AnB)nC




FUZZY LOGIC

Universo  referencia [ U

AcU/du(x):U = [01]¥xel
BcU/dus(x):U = [01]¥xel

1* Ley

(A B)==4A" -8

—[aa(x) v p(x)] = [ pa(x) A —ps(x)] - Vx el
2% Ley

—(AmB)==4Aw -8

—[aa(x) A pn(x)] = [~ pa(x) v —pe(x)] - Vx el



FUZZY LOGIC

Universo referencial - U

AcU/Jux) U = [01Wx U

BoU/Je(x) U —=[01]vxel

—~(AWWB) = liiem(x) =1—max{ it(x), e(x)}: Vx el
—Adm—=B — i~ _B(x)=mm{l— f(x).1— s(x)} - ¥VxelU



FUZZY LOGIC

Universo _referencial U

Ac U/ x) = U [0 1]vx el

Bc U/ x) = U [01]vx el

Ccl/FpAx) = U:[01]vxel

1* ley

Crn(duB) =(Cn A u(CnB)

pic(x) ALpa() v pan(x)] = L) A pua(x)] v [pe(x) n pue(x)]: Wx €U
2* ey

CuldnB)=(Cuw A n(Cw B)

po(x) v [ pelx) A pie(x)] = [c(x) v pedx)] Al pc(x) v pe(x)]- Vx el




FUZZY LOGIC

Casos extremos

pa(x) = ps(x) - VxelU

1 —max {pa(x), ue(x)} =1— pu(x) :VxelU
mun{l— pa(x), 1— pus(x) } =1— pa(x) - VxelU
pa(x) = us(x) - VxelU

1—max {pa(x), pe(x) } =1— ps(x) - Vx el
mun{1— pea(x) 1— pee(x) } =1— piz(x) - Vx el



FUZZY LOGIC

Ley del tercero  excluido

Universo _referencial U

Conjuntos _ordinarios . Avw—A=U

Conjunfos _ difusos:

AcU/Tu(x) > U0 1]exelU

—d = pu(x) =1— plx) . Wx el

A —Ad = oo o (x) = max { gulx), poe(x)} = max { ga(x), 1 — pedx) }- ¥xell

1
Lwa(x) = —
pusa ()2 5



FUZZY LOGIC

Ley de no contradiccion

LUniverso _referencial U

Conjuntos _ ordinarios - A -4 =32

Conjuntos _ difusos

AcU/Fpu(x) 2 U [0 1]vx el

—d = pulx) =1—pulx) . WxelU

Ar—d = pusa(x) =mm {pu(x), e(x)} = mn{ ax), 1 — el x) ) vx el

1
Lra{X) ==
f .




FUZZY LOGIC

Universo referencial U
AcU/Juax) > U :[0,1]VxeU
BcU/Jus(x) > U:0,1]VxeU

AX B — pas(x) = pa(x) x us(x) : Vx e U




FUZZY LOGIC

Conjuntos _ ordinarios
AxB=ANBAB

Conjuntos _ difusos

Universo _ referencia | U

Ac U /Jui(x) > U :[0,1]Vx e U
BcU/Jus(x)—> U:[0,1]VxeU

Ax B — pus(x) = pa(x)x us(x):Vx e U

AN B — panp(x)=min{ pa(x), s(x)} :VxeU
Las(x) < min{ pa(x), us(x)} :vxe U
AxBcANB




FUZZY LOGIC

Universo _referencial U

AcU/Ju(x) > U :[0,1]VxeU

BcU/Jus(x) > U:[0,1]VxelU

A+ B — pa+5(x) = pa(x) + us(x) : Vx e U

A® B — e s(x) =min{l, pa(x) + us(x)}: Vx e U



FUZZY LOGIC

Universo referencial U

AcU/Jua(x) > U :[0,1]VxeU
BcU/Jus(x) > U :0,1]VxeU

A—B — u-5(x) = pa(x)— us(x) : VxeU

| A—B|—> p4-5(x) =| pa(x)— us(x) |: Vx e U




FUZZY LOGIC

Universo referencial U
AcU/Jus(x) > U :[0,1]VxeU
Nucleo: Na={x €U/ ua(x) =1}
A = Normalizado <> Na# {O}




FUZZY LOGIC

o

Given a referential U, we define a fuzzy relation of order “n” on
U, as a fuzzy set A in the space U x U x...x U (n times),
characterized by a membership degree function of the type:

wa(xl,...,.xn): VxelU




FUZZY LOGIC

* Referential U ={1, 2, 3, 4}
* Fuzzy relation of order 2

* A ={approximately equal
numbers}




Rule: 1
IF X is A3
OR vyisB1
THENz is C1
Rule: 2
IF X is A2
AND yis B2
THENz is C2
Rule: 3

IF X is A1
THENz is C3

Rule: 1
IF
THEN
Rule: 2
IF
AND
THEN
Rule: 3

IF
THEN

project_funding is adequate
project_staffing is smal
risk is low

project_funding is marginal
project_staffing is large
risk is normal

project_funding is inadequate
risk is high

9/22/2022



Crisp Input Q}w
; vl

1 Al 1
05 [41] 43 0.7 JLEL 1\ “E
0.2 —d—j 0.1 x
0 0 i
xl X vl Y
Hx=41)= 05 M =81)=0.1
Hx=42)=02 H=p52=07
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1 1
00
0 x1 x 0 y1
Rule 1: IF x is 43 (0.0) OR yis B1 (0.1) THEN zis C1 (0.1)
AN !
e 02 lC1] [C3]

4 \ b A [}
0 x1 X 0 y1 Y z
Rule 2: IF x is A2 (0.2) AND 1y is B2 (0.7) THEN - is €2 (0.2)

1

0.5

[
Ll

0

x1 X

Rule 3: TF x is A1 (0.5)

THEN

z1s C3(0.5)

9/22/2022



1

0.5
0.2 1

zZ 0 Z 0 Z

zis C1(0.1) [=»| zis €2(0.2) |=»] = is €3 (0.5)

9/22/2022



Degree of
Membership

1.0

0.8+
0.6-

0.4+
0.2

0.0

¢ 10 20 30 40 30 60 |70 80 %0 100

674

_'z'
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THANK YOU
VERY MUCH
FOR YOUR

ATTENTION
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