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IRLab, Computer Science Department
University of A Coruña, Spain

{javierparapar,barreiro}@udc.es

Abstract. Traditionally the use of pseudo relevance feedback (PRF)
techniques for query expansion has been demonstrated very effective.
Particularly the use of Relevance Models (RM) in the context of the Lan-
guage Modelling framework has been established as a high-performance
approach to beat. In this paper we present an alternative estimation for
the RM promoting terms that being present in the relevance set are also
distant from the language model of the collection. We compared this
approach with RM3 and with an adaptation to the Language Modelling
framework of the Rocchio’s KLD-based term ranking function. The eval-
uation showed that this alternative estimation of RM reports consistently
better results than RM3, showing in average to be the most stable across
collections in terms of robustness.

1 Introduction and Motivation

In the history of the Information Retrieval research, efforts to improve retrieval
effectiveness have been centred in both developing better retrieval models by
including new features or using different theoretical frameworks; and in designing
new techniques to be incorporated on top of existing models to improve their
performance. Particularly on the later, Query Expansion (QE) has proven to
be effective from very early research stages. QE approaches can be classified
between global techniques which produce a query rewriting without considering
the original rank produced by the query, and local techniques in which the
expanded query is generated using the information of the initial retrieval list.

In [19] Salton presented the initial efforts on exploiting the local informa-
tion to improve the query formulation introducing, among others, Rocchio ap-
proach [16] working on the Vector Space Model framework. This family of local
techniques is called Relevance Feedback (RF) [17] and it is based on using the
relevant documents in the initial retrieval set in order to reformulate the query
based on their content. Nevertheless, in a real retrieval scenario it is not realistic
to assume that relevance judgements are available. Because of this, Pseudo Rel-
evance Feedback (PRF) algorithms have been investigated [6, 21]. PRF methods
are based on assuming relevance of a set of documents retrieved by the original
query. The set of documents which are assumed to be relevant and the way in
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which their information is exploited to improve the original query varies from
one PRF method to another.

Lately, a PRF technique has been presented in the Language Modelling
framework and proven very successful to improve retrieval effectiveness. This
approach, called Relevance Models (RM) [10], has been established as a high-
performance PRF approach showing great improvements over the results ob-
tained with the initial ranking. Sicen it was originally presented in [10] it has
been used in combination with other approaches such as the employment of
query variants [5], cluster based retrieval [11], passage retrieval [12] or sentence
retrieval [3]. Originally, Lavrenko and Croft presented [10] two different estima-
tions of a relevance model: RM1 and RM2.

Despite the success of the RM, it was only recently when Lv and Zhai [14]
tackled the necessity of comparing different estimations for the RMs. In [14]
they compared five methods to estimate the query language models: RM3 and
RM4 [1]; a divergence minimization model (DMM) and a simple mixture model
(SMM) [23]; and a regularized mixture model (RMM) [20]. The main finding of
this paper was that, in general, RM3 is the best and most stable method among
the others. RM3 and RM4 [1] are extensions of the originally formulated RM1
and RM2 approximations, respectively. These extensions linearly interpolate the
original query with the terms selected for expansion using RM1 or RM2.

The contributions of our paper are two PRF techniques that promote di-
vergent terms and their comparison with RM3. Back in 2001 Carpineto et al.
[4] presented a discriminational model to score candidate expansion terms in
the Rocchio’s framework based on the Kullback-Leibler Distance (KLD). This
method improved the results of the standard Rocchio method. In this work we
adapt this approach to work under the Language Modelling framework, improv-
ing also the performance of the original method by interpolating the selected
expansion terms with the original query as in RM3. In our second contribution
we present a new RM estimation that promotes divergent terms for expansion,
i.e., terms that are far from the collection language model. We adopted the eval-
uation methodology from [14] and the results showed that the new estimated
relevance model performs better than RM3 and that its behaviour, in terms of
robustness across collections, is more stable than the other methods.

The rest of the paper is as follows. Section 2 presents the background. Section
3 explains the proposed methods for PRF with promotion of divergence. In
Section 4 the evaluation and its results are reported. Section 5 describes the
related work and, finally, conclusions and future work are reported in Section 6.

2 Background

In this section we will introduce the theoretical basis for this work: the retrieval
method for the initial ranking, the different formulations for the RM and the
KLD based discriminational model presented in [4].



3

2.1 Language Modelling for the Initial Ranking

The RM for PRF was presented within the Language Modelling (LM) theoretical
framework. In Language Modelling the probability of a document given a query,
P (d|q), is estimated using the Bayes’ rule as presented in Eq. 1.

P (d|q) =
P (q|d) · P (d)

P (q)

rank
= logP (q|d) + logP (d) (1)

In practice P (q) is dropped for document ranking purposes. The prior P (d)
encodes a-priori information on documents and the query likelihood, P (q|d),
incorporates some form of smoothing. In this paper we consider uniform priors
and uni-gram language models with Dirichlet smoothing [24], see Eq. 2.

P (q|d) =

n∏
i=1

P (qi|d) =

n∏
i=1

tf(qi, d) + µ · P (qi|C)

NTd + µ
(2)

where n is the number of query terms, tf(qi, d) is the raw term frequency of
qi in d, NTd is the document length expressed in number of terms, and µ is a
parameter for adjusting the amount of smoothing applied. P (qi|C) is the prob-
ability of the term qi occurring in the collection C that is usually obtained with
the maximum likelihood estimator computed using the collection of documents.

After obtaining the initial ranking using the original query, the PRF methods
assume relevance over a subset of retrieved documents. This set is usually called
relevance set. The information of those documents is then used to improve the
initial retrieval. The most common way of achieving this objective is expanding
the original query and producing a second retrieval with the reformulated query.
Next, different models to produce expanded queries are analysed.

2.2 Relevance Models

The RM approach builds better query models using the information given by the
pseudo relevant documents. Two estimations were originally presented in [10].
RM1 assumes that the words in the relevant documents and the query words are
sampled identically and independently from the relevance model. The result is an
estimation where the query likelihood for every document is used as the weight
for the document and the probability of a word is averaged over every document
language model. In contrast, RM2 assumes that the query words are independent
of each other, but they are dependent of the words of the relevant documents
(conditional sampling). The result is that relevant documents containing query
words can be used for computing the association of the their words with the
query terms. A quite detailed explanation of the RM for PRF is given in the
Chapter 7 of the book [7] by Croft et al.

In RM the original query is considered a very short sample of words obtained
from the relevance model (R). If more words from R are desired then it is reason-
able to choose those words with highest estimated probability when considering
the words for the distribution already seen. So the terms in the lexicon of the
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collection are sorted according to that estimated probability, which after doing
the assumptions using the RM1 method, is estimated as in Eq. 3.

P (w|R) ∝
∑
d∈C

P (d) · P (w|d) ·
n∏
i=1

P (qi|d) (3)

Usually P (d) is assumed to be uniform.
∏n
i=1 P (qi|d) is the query likeli-

hood given the document model, which is traditionally computed using Dirich-
let smoothing (see Eq. 2). Then for assigning a probability to the terms in the
relevance model we have to estimate P (w|d); in order to do so it is also common
to use Dirichlet smoothing. The final retrieval is obtained by four steps:

1. Initially the documents in the collection C are ranked using their query like-
lihood. This query likelihood is usually estimated with some kind of smooth-
ing, commonly Dirichlet smoothing as in Eq. 2.

2. A certain top r documents from the initial retrieval are taken for the esti-
mation instead of the whole collection C, let us call this pseudo relevance
set RS.

3. The relevance model probabilities P (w|R) are calculated using the estimate
presented in Eq. 3, with RS instead of C.

4. To build the expanded query the e terms with highest estimated P (w|R) are
selected. The expanded query is used to produce a second document ranking
using negative cross entropy as in Eq. 4. In this second retrieval Dirichlet
smoothing is commonly used.

e∑
i=1

P (wi|R) · logP (wi|d) (4)

RM3 is a later extension of RM that performs better than RM1 in terms
of effectiveness. RM3 interpolates the terms selected by RM1 with the original
query as in Eq. 5 instead of using them directly. The final query is used in the
same way as in RM1 to produce a second ranking using negative cross entropy.

P (w|q′) = (1− λ) · P (w|q) + λ · P (w|R) (5)

2.3 Kullback Leibler Divergence for Pseudo Relevance Feedback

In [4] Carpineto et al. presented a method for term scoring in the context of
Rocchio’s framework for PRF. Carpineto et al. tried to maximize the divergence
between the probability distributions of the terms estimated in the pseudo rel-
evance set (pRS) and the distribution estimated over the whole collection (pC).
In order to do so they used the KLD calculated as in Eq 6 because it captures
the relative entropy between both distributions. To build the expanded query
they selected the terms that mostly contribute to the divergence of both distri-
butions (higher KLD score). In that work they compared the KLD term ranking
function with Rocchio’s weights, Robertson’s Selection Value [15], Chi-squared
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and Doszkoc’s variant of Chi-squared [8]. The results showed that the presented
KLD term scoring function performed the best.

KLD(pRS , pC) =
∑
w∈V

pRS(w) · log
pRS(w)

pC(w)
(6)

3 Promoting the Divergence in Pseudo Relevance
Feedback

In this section we describe the two approaches presented under the Language
Modelling framework to promote divergence in the PRF context.

3.1 Kullback Leibler Divergence Based Query Expansion in the
Language Modelling Framework

Although the KLD method outperformed the other term ranking methods in
the Rocchio’s framework, it was not compared with RM in [4]. In our paper
we compare the KLD method against the standard RM3 formulation adapting
the KLD scoring from the Rocchio’s framework to work under the Language
Modelling framework. The KLD scoring function was computed as in Eq. 7

kldscore(w) = pRS(w) · log
pRS(w)

pC(w)
≈ tf(tw,RS)

NTRS
· log

tf(w,RS) ·NTC
NTRS · tf(w,C)

(7)

where tf(w,RS) is the term frequency of w in the pseudo relevance set, NTRS
is the number of terms in the pseudo relevance set RS, NTC is the total number
of terms in the collection and tf(w,C) is the term frequency of w in the whole
collection.

To obtain a probability for each of the e terms selected for expansion we
re-normalized the scores obtained with Eq. 7 as in Eq. 8

KLD(w) =
kldscore(w)∑e
i=1 kldscore(wi)

(8)

In RM3 it was already demonstrated that the interpolation of the original query
and the expanded query performs better. So we incorporated this idea in the
KLD-based model interpolating the e terms selected as result of the KLD scoring
formula with the original query. Therefore, the second retrieval is processed with
an extended query as presented in Eq. in 9:

P (w|q′) = (1− λ) · P (w|q) + λ ·KLD(w) (9)

3.2 Relevance Models with Promotion of Divergent Terms

The KLD-based introduction of divergence in the Language Modelling frame-
work presented above was made as a plug-in in the Language Modelling frame-
work. According to the analysis presented in [14], the advantage in terms of
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stability of RM3 was attributable to the use of the query likelihood scores in the
estimation made by RM1, which is not present in the KLD approach. To take
advantage of this, we present a new estimation that promotes divergent terms
maintaining the benefits from the RM methods, i.e., the use of the query likeli-
hood scores. This new estimation arises naturally when the objective is to select
expansion terms that, having high estimated probability in the RS, diverge from
the collection distribution, i. e. they are more discriminative terms.

Based on the original RM1 estimation presented in Eq. 3 the most straight-
forward way of introducing such idea is by replacing the P (w|d) by P (w|d) −
P (w|C). In this way those terms whose density is higher in RS than in the col-
lection are promoted, meanwhile those with low density in the RS are demoted.
Another important point in order to reinforce the promotion of divergent terms
is how P (w|d) is smoothed. Usually in RM this is done using Dirichlet smoothing
choosing as background distribution the collection distribution. In the presented
method we decided to apply the smoothing but instead of using the collection
distribution as background distribution we chose to use the distribution in the
relevance set. Therefore, the objective is to get for expansion the best terms that
describe the documents taking into account both the RS and the divergence from
the collection distribution. The computation was performed as in Eq. 10.

P (w|d)− P (w|C) ∝
tf(w, d) + µ·tf(w,RS)

NTRS

NTd + µ
− tf(w,C)

NTC
(10)

Note that P (w|d) − P (w|C) could provide negative scores for those terms
with less estimated probability in the documents of the relevant set than in the
whole collection. To avoid this a re-normalization of such subtraction is done,
let us call the re-normalized term PC−(w|d). With these considerations the final
estimation is computed as in Eq 10.

P (w|R) ∝
∑
d∈RS

P (d) · PC−(w|d) ·
n∏
i=1

P (qi|d) (11)

After this, the second retrieval was performed as in RM3 (interpolating with
the original query) as indicated in Section 2.2.

Another way of introducing the divergence idea would be the use of a doc-
ument prior to promote documents that are far away from the collections’ dis-
tribution, acting at document level rather than at term level. Nevertheless no
improvements were achieved with our experiments applying that approach.

Now we have to remark an important point that, to the best of our knowl-
edge, was never discussed properly in the context of RM: the different roles of
smoothing the parameters in the distinct steps of the process. In RM3 smoothing
is applied up to four times (see Section 2.2), and Dirichlet is commonly used in
every occasion, so we can distinguish:

1. µ1, the smoothing parameter in the initial retrieval (Eq 2, step 1).
2. µ2, the smoothing parameter in P (w|d) (Eq 3, step 3).
3. µ3, the smoothing parameter in

∏n
i=1 P (qi|d) (Eq 3, step 3).
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4. µ4, the smoothing parameter in the second retrieval (Eq 4, step 4).

Usually in the literature all the four parameters are considered to be only
one and the parameter is even not trained taking default values as for example
in [14] (µ = 1000). Although this may produce good values, being a very good
property of the method, the roles of the different µ parameters are quite different.
Meanwhile µ1 and µ3 parameters are clearly affecting the same query likelihood
and should be kept equal, for the other two parameters this is not so clear.
The parameters µ1 and µ4 control the smoothing in the document language
model when calculating the query likelihood in order to produce a ranking but
the nature of the queries of both retrieval processes is quite different: shorter
queries against longer queries. Nevertheless it is demonstrated in [24] that the
optimal µ values in both scenarios are quite similar, so we can fix µ1 = µ3 = µ4.
On the contrary, the smoothing parameter µ2 is used to control the smoothing
when estimating the probability of the terms of the relevance model in order
to select them to do the expansion. Although it is the language model of the
document, here the document is not involved in the computation of a query
likelihood, therefore, it can be considered a different parameter. For this reason
it does not seem reasonable a-priori to fix the same values for the µ parameters
used for retrieval as for the µ parameter used in the estimation of P (w|d). This
intuition was confirmed later in the experimentation, being the trained values
quite different for both smoothing parameters. In fact, the optimal values trained
in the evaluation process of both parameters in RM3 never matched.

4 Experiments and Results

This section describes the evaluation methodology and comments the results.

4.1 Collections

Table 1. Collections and topics for training and test.

Col. # of Docs
Topics

Training Test

AP88-89 164,597 51-100 101-200

WT2G 247,491 401-450 –

TREC-678 528,155 301-350 351-450

WT10G 1,692,096 451-500 501-550

To evaluate the different approaches we chose the same collections used in
previous works [14]: a subset of the Associated Press collection corresponding to
the 1988 and 1989 years (AP88-89), the Small Web Collection WT2G and the
disk 4 and 5 from TREC (TREC-678). Additionally, we decide to use the WT10G
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collection, which was not used in [14], to report test values in a web collection.
In AP88-89, TREC-678 and WT10G we used training and test evaluation: we
performed training for MAP in a set of topics and testing over another set. In
WT2G we report well-tuned values over the trained topics, as it was done in
[14]. Short queries (title only) were used because they are the most suitable
to be expanded. All the collections were preprocessed with standard stop-word
removal and Porter stemmer. In Table 1 the evaluation settings are summarized.

4.2 Methods

We compared four methods:

– LM: the baseline Language Modelling retrieval model with Dirichlet smooth-
ing as in Section 2.1

– RM3: the standard formulation of RM3, as explained in Section 2.2.

– KLD3: the KLD based PRF method adapted as detailed in Section 3.1.

– RM3DT: the proposed formulation of RM with estimations promoting di-
vergent terms as described in Section 3.2.

4.3 Training and Evaluation

As discussed before, we performed a training and test strategy, more precisely
we perform training and test for AP88-89, TREC-678 and WT10G meanwhile
well-tuned values are reported for WT2G as in [14].

The parameters tuned were: the smoothing parameter of the initial retrieval
µ1 (µ1 ∈ {10, 100, 1000, 2000, 3000, 4000, 5000, 6000}) that was also used for µ3

and µ4 and which was tuned for LM, KLD3, RM3 and RM3DT. The number of
documents in the pseudo relevant set r = |RS| (r ∈ {5, 10, 25, 50, 75, 100}) was
tuned for KLD3, RM3 and RM3DT. The number of terms selected for expansion
e (e ∈ {5, 10, 25, 50, 75, 100}) was tuned for KLD3, RM3, RM3DT. The inter-
polation weight λ (λ ∈ {0, 0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9, 1}) was tuned for
KLD3, RM3, RM3DT. The smoothing parameter µ2 (µ2 ∈ {10, 100, 1000, 2000,
3000, 4000, 5000, 6000}) was tuned for RM3 and RM3DT.

Finally, test values are reported for Mean Average Precision (MAP) and
Robustness Index (RI) over the initial retrieval (LM). The Robustness Index
(−1 ≤ RI(q) ≤ 1), also called Reliability of Improvement Index, of a model with
respect to a baseline was formulated by Sakai et al. in [18] as in Eq 12:

RI(q) =
n+ − n−
|q|

(12)

where q is the set of queries over the RI has to be calculated, n+ is the number of
improved queries, n− the number of degraded queries and |q| the total number
of queries in q.
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4.4 Results

Analyzing the MAP values for the test topics (see Table 2) it has to be noted that
the three PRF methods always outperform the baseline LM as expected. The
adaptation of the KLD method to the LM framework using query interpolation
performs quite well, obtaining improvements up to the 32% in the AP88-89; this
is a very interesting point considering that KLD3 has fewer parameters to tune.
Nevertheless the other methods achieve statistically significant improvements
over the KLD3 in four occasions.

Table 2. Values for Mean Average Precision (MAP) on the test topics. Statistical
significant improvements (Wilcoxon p < 0.1, and Wilcoxon p < 0.05 underlined) with
respect to LM, RM3, KLD3, and RM3DT are superscripted with l, r, k, and d respec-
tively. Best values are bolded.

MAP
Col. LM RM3 KLD3 RM3DT

AP88-89 .2775 .3606l (+30%) .3667l (+32%) .3625l (+31%)

WT2G .3115 .3445lk (+10%) .3352l (+7%) .3467lk (+11%)

TREC-678 .2190 .2589l (+18%) .2586l (+18%) .2700lrk (+23%)

WT10G .2182 .2468l (+13%) .2238 (+2%) .2478lrk (+13%)

The RM3 method performs also quite well in terms of effectiveness with
great improvements over the baseline as expected, as it is the state-of-the art
in PRF. RM3 performs better than KLD3 in three collections, achieving in one
case statistically significance. In the AP88-89 collection the differences across
the three PRF methods are negligible, not being never statistically significant.

The proposed RM3DT estimation achieves statistically significant improve-
ments over the KLD3 method in three occasions and over the RM3 in two,
being always better than the later in terms of MAP. Another important point

Table 3. Values for Robustness Index (RI) with respect to the LM baseline model for
every collection. Best values are bolded.

RI
Col. RM3 KLD3 RM3DT

AP88-89 .38 .56 .56
WT2G .44 .38 .40
TREC-678 .16 .52 .38
WT10G .28 -.04 .36

to analyse is the robustness of the methods, and how this is maintained across
collections. Considering the values presented in Table 3 we can conclude that
the RI numbers of the KLD3 method are quite acceptable and similar across
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collections, except in the WT10G collection. RM3 values are still acceptable (al-
ways bigger than zero) but are considerable lower than the other methods in the
AP88-89 and TREC-678 collections. Contrarily RM3 performs slightly better
than the other methods in the WT2G collection. This fact may be explained be-
cause the values on the WT2G collection are well-tuned, suggesting that a good
parameter setting affects to the robustness of the RM3 method. Comparing both
RM methods RM3DT seems to be more stable in terms of RI across collections.

The differences in robustness between RM3 and RM3DT can be analysed
observing the queries penalized by RM3 and improved by RM3DT. Let us take as
example the query Parkinsons disease, for this query LM obtained an average
precision of 0.3231, RM3 damaged the query to 0.2927, while RM3DT improved
it to 0.5083. Observing the top 25 expansion terms selected in both approaches
we can view that many good terms are selected by both methods (for example
patient, brain or alzheimer) but the RM3 method introduces terms that are
so common that, although being very present in the RS, they introduce a lot
of noise in the retrieval such as page, can, year, will, new, say, may or
home, meanwhile those terms are not present in the top 25 RM3DT expansion
terms because they were penalized for being so common in the collection.

5 Related Work

In [23] the authors explored the divergence idea proposing a Divergence Mini-
mization Model (DMM). The DMM approach tries to minimize the divergence
between the query model and the model of the feedback documents. The DMM
objective is to build a feedback model that is close to every pseudo relevant doc-
ument language model and far away from the collection language model, which
is assumed as the non-relevance model. This was stated as an optimization prob-
lem. The DMM approach was already compared in [14] with Relevance Models
showing that DMM performs worse than RM3.

This paper is centred in the Language Modelling framework but it is neces-
sary to say that the idea of using divergence to improve the retrieval performance
has been already deeply studied under other retrieval models, to the point of ex-
isting whole models based on it. The Divergence From the Randomness (DFR)
model [2] is based on a similar idea: the more the terms occurrences in the
documents diverge from their expected occurrences considering a random distri-
bution the more information carried by the terms. In the DFR model the QE
process is done based on a generalization of the Rocchio’s framework [9]. Dif-
ferent weighting schemes, including the aforementioned KLD, were tested being
the Bose-Einstein Bo1 model the best in terms of effectiveness, which also select
those terms that diverge most from the randomness, using for those estimations
the collections’ statistics. In another paper [22] the Rocchio’s classical feedback
method was integrated in the DFR framework for PRF.

In other IR tasks such as adaptive filtering this divergence idea has also
been used. In [13] the authors presented different discriminative features for
queries and documents to be used in a technique which learns for each query the
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interpolation weight of the original query with the expansion terms. Particularly
the entropy of the feedback documents and the document clarity are used. With
the entropy of the feedback documents basically they capture at term level how
heterogeneous is the term distribution in the RS. With the clarity of the feedback
documents they try to “explain away” common terms present in the RS.

6 Conclusions and Future Work

In this paper we have presented two different methods for PRF based on the
idea of promoting the divergent terms in the RS. KLD3 is an adaptation to the
LM framework of a KLD based method including the linear interpolation with
the original query. RM3DT is a new estimation for the RM that computes the
probability of a term given a feedback document by the subtracting to the terms’
probability in the document its probability in the collection and applying the
smoothing over the RS. It was also analysed the role of the different smoothing
parameters involved in the RM methods, showing the different roles that those
smoothing parameters play. We compared the new methods with the LM base-
line and the RM3 estimation. Particularly the RM3DT performed, for MAP,
better than RM3 in every collection, showing, as the KLD3 method, a very good
stability across collections in terms of robustness. We also want to study how
the presented ideas may be applied to improve existing techniques for selective
query expansion and adaptive relevance feedback.
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