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Abstract. Web information extraction, in particular web news extrac-
tion is an open research problem and it is a key point in NewsIR systems.
Current techniques fail in the quality of the results, the high computa-
tional cost or the necessity of human intervention, all of them critical
issues in a real system. We present an automated approach to news
recognition and extraction based on a set of heuristics about the arti-
cles structure, that is currently applied in an operational system.We also
built a data set to evaluate web news extraction methods. Our results in
this collection of international news, composed of 4869 web pages from
15 different on-line sources, achieved a 97% of precision and a 94% of
recall for the news recognition and extraction task.

1 Introduction

The huge amount of news information available on-line requires the use of
Information Retrieval (IR) techniques to avoid overwhelming the users.
The main objectives of these IR methods are: reduce the time spend
in reading the articles, avert the redundancy and provide topic search
capability. In this context article recognition and extraction have become
in key points.
The lack of news publication standards, the heterogeneous content of the
web sites and the big amount of different publication formats make web
news extraction an open problem. This subject was previously addressed
adapting web data extraction techniques. Results were not satisfactory
due to the low quality of the extraction process outcomes, the necessity
of human intervention and the high computational complexity of these
methods.

News recognition and news extraction approaches deal with two prob-
lems: the identification of news articles pages within a collection of het-
erogeneous web documents where there are many not desired content
(e.g. section pages, headlines, advertisements...), and, given a document
identified like a news page, the extraction of the fields of the article, i.e.,
the title, the body and the image, if present.



Existing approaches [6] to the problem consider both phases separately,
which implies the need of multiple processing of the same document.
The main problem of these methods is their complexity. The high com-
putational cost arises from the adaptation of general data extraction
techniques [2] and the use of clustering methods and algorithms based
on the tree edit distance.
For a real system the computational cost is critical because thousands of
sources are continuously updated. Poor computational behaviour would
compromise the performance and scalability of the system.
To overcome these difficulties we propose a method for news recognition
and extraction from a set of web documents, based on domain specific
heuristics, that takes advantage of the common characteristics of the
articles structure, resulting in an efficient and effective algorithm that
solves the news data extraction problem.
Section 2 presents a short review of previous work in the area of news and
data extraction. Section 3 introduces the system where our approach is
currently applied. Section 4 explains the main features of our technique
for article extraction and recognition. Section 5 shows the designed eval-
uation routine and the results. We propose future lines of work and
conclude in Section 6.

2 Previous Work

As already explained a critical point in any web news information re-
trieval system is the method used to extract the articles. There is not
too much research published in this field; only a few of works show ap-
proaches derived from the adaptation of data extraction general tech-
niques to this task. Traditionally there are two opposite approaches to
the recognition and extraction problem:
1. Custom static templates, mainly used by commercial solutions.

In this approach for every source to be indexed by the system a ex-
traction template has to be defined. The template indicates in which
URLs of the publisher site are located the news articles. At web page
level, the offsets or tags of the different article fields are defined with
more or less flexibility. So in the extraction phase the pages of ev-
ery publisher are individually processed filtering the documents that
match with the URL criteria, for these pages the article parts are
selected following the instructions of the template.
The advantage of this kind of methods is the computational cost
that allows to implement these approaches as efficient routines. In
the cons part a lot of human intervention is needed. For every new
source to be added to the system the administrator must analyse the
internal HTML structure of the documents and define a custom tem-
plate. If any of the publishers changes something in the publication
format or the document structure, the template must be redefined.
Thus the system maintenance becomes in a critical task.

2. Automated extraction. The most of the published works belong
to this approach. The aim of these techniques is to avoid the human
intervention and enable dynamically source adding to the systems.



As common characteristics all the algorithms take as input a set of
web documents without any human tagging or specification; the pro-
cess automatically identifies which documents are news and extracts
from them the article fields as title, body, date, image etc. Although
there is not too much research work there are mainly two ways to
affront the automated solution:
– Adaptation of data extraction traditional techniques based on

different clustering techniques as for example tree edit distance
[6, 2] or use of equivalence classes [1]. The concept over these ap-
proaches lie, is that news with common structures will match in
the same cluster or class, so after the clustering phase a extrac-
tion template could be generated for each cluster.This implies
multiple reprocessing of the documents with prohibitive compu-
tational cost. For example, in the case of the tree edit distance
method, the complexity is O(n4) where n is the size of the doc-
ument trees. Thus this family of techniques is not applicable in
real systems, it is only useful in applications where the number
of documents managed is reduced and the frequency of content
update is low.

– Domain specific approaches: Other approaches try to combine
the previous knowledge in the area of data extraction taking in
account the singular characteristics of the news domain. Some
works try to exploit the structure of the articles by semantic
partitioning [7] the HTML blocks present in the document, fol-
lowing by a taxonomy of the concepts and the labelling of the
groups. This approach is not still computational efficient and
the results of precision and recall claimed by the authors can be
improved. Other recent work [8] tries to use the tables present
in the documents after assume that the news are present in the
larger cell, following by a content validation based on taking
the first lines of the extracted text to make a keyword anal-
ysis. These keywords are used to check if the whole extracted
text is coherent with the semantic of the first sentences. The
authors claim that this validation works because these first lines
usually are the title or the first paragraphs of the article. This
approach has as main problem the basis assumption. Actually
this assumption is false in most of the cases the news articles are
not contained by tables. Also the evaluation methodology used
in this work is very poor.

So in this context we present an automated extraction approach
based on the exploitation, with a set of combined heuristics, of the
domain specific characteristics. Our method is a tradeoff between
computational efficiency and result effectiveness. We developed a
linear algorithm on the document size that outperforms the quality
of previous automated approaches.

3 The System

In the NewsIR systems field, although there are not too much published
work, some commercial solutions are currently available. The idea of our



development was to improve the features that these solutions offer to the
user and add new ones that, as users, we missed in the existing systems.
Of course this system, NowOnWeb1, is also used as a research platform
by the group to test our results on the information retrieval and data
extraction and management areas.

3.1 Existing Solutions

News search has become in one of the most used internet services, for
this reason most of the internet enterprises have developed their own
news searchers. It is the case of services as Google News, Yahoo News or
MSN Newsbot that offer to the user the possibility of searching in a vast
news collection because of its computational capacity. But, at the time
of writing this paper, the products are closed to the user and not allow
personalisation or useful characteristics as summarisation or redundancy
grouping.
In the commercial solutions the information is showed in a not natural
way represented only by titles, this forces to the user to navigate to
each publisher to get the correct meaning of the articles. We purpose
a more comfortable navigation across the search result. The results are
ranked based on its relevance to the user needs of information, redundant
documents are grouped and a summary of each group representative is
showed to the user.
The academic research is more centred in news clustering summarisation
and events tracking than in article search and summarisation. The works
of the Columbia University [3] are centred in NewsBlaster a system that
provides multidocumental summarisation of related news about specific
events. Michigan University also developed NewsInEssence [5] that offers
news clustering search as main capability.

3.2 NowOnWeb

NowOnWeb was designed as a Model-View-Controller web-application
following a component-based architecture. The main system components
are: a crawler and an indexer to maintain an incremental index with a
temporal window, a news recognition and extraction module that al-
lows dynamic source adding, a news grouping component that uses a
redundancy detection approach, and an article summariser based on the
extraction of relevant sentences.
Our application offers the user: news searching among all the indexed
publishers, query suggestion, redundancy detection and filtering, query
biased summary generation, multiple format outputs like PDF or syndi-
cation services. All these characteristics aim to facilitate the use of the
system, for this reason the results are showed in a friendly and natu-
ral way. In this sense technologies like AJAX were applied in order to
improve the user experience and the system possibilities.
In Figure 1 a segment of the results to an user query (“Israel”) is showed.
The articles relevant to the query are ranked and grouped to filter the

1 NowOnWeb: http://nowonweb.dc.fi.udc.es



Fig. 1. A snapshot of a the search results

Fig. 2. The user can choose the sources that contribute to the results



redundancy. The order of relevance is from left to the right and from
top to bottom. For every redundancy group the most relevant document
is selected to be shown to the user. For each article the system shows:
the title, with a link to the original source, the summary, the image that
illustrates the news, a link to the cached document as it was at crawling
time and the list of the redundant documents with a link to the source,
to the individual summary and to the cache version for every article in
the group. Plus this a RSS feed to the query is available to subscription
by the user, and a PDF report can be downloaded.
We have to notice that the summaries are created in retrieval time. In
this sense the summaries are generated with a technique based on the
extraction sentences relevant to the user query. So the generated sum-
maries will reflect the article spirit centred in the needs of information
of the user.
Figure 2 shows some of the personalisation options. An user can select
which sources will contribute to his results. In this way we allow to
the user select his information requirements filtering the sources that are
interesting for him. The user also can save his frequent queries to consult
them easily.
Summarising, these methods combined with an appropriate architecture
and system design resulted in a NewsIR system that satisfies the user
needs of information, allowing them to be up-to-date without time waste.
We got an original solution different from the existing ones in the aca-
demic and commercial fields.

4 The News Recognition and Extraction

Method

News recognition and extraction are considered together by our heuris-
tics. Although the working collection is only composed of web pages from
news sites, there are many pages that are not news pages such as section
pages, or pages containing headlines, galleries, advertisements, etc.. See
Figure 3 for examples and counterexamples of news pages. News data
extraction addresses the problem of obtaining the different parts of a
news article, that are the title, the news body, and the image.
We propose a set of heuristics to identify and extract the article, or reject
a not-news web page:
1. News are composed of paragraphs that are next one each other, al-

though it could appear some not-desired content between them.
2. Paragraphs have a minimum size. News also have a minimum size.
3. Paragraphs are mostly text. Only styling markup and hyperlinks are

allowed in paragraphs. Markup abounds in not desired content.
4. A low number of hyperlinks are allowed in paragraphs. A high number

indicates not desired content, probably section pages.
We also developed a set of heuristics to identify the title of the articles
and the image, if it exists. Basically the title is on the top of the news
body and has a special typing style, usually it also substantially matches
with the content of the HTML title tag. Among all the images present
in a web page we have to choose which one is relevant with the article;



Fig. 3. Examples of not-news pages (1) and news pages (2) present in the news web
sites indexed

for this task we consider the position next or inside the news body, the
content of the HTML alt tag, the size of the picture, the image format
and the URL.

The implementation of these heuristics results in a linear complexity al-
gorithm on the web page length. The algorithm follows the content of
the HTML documents looking for paragraphs that match with the crite-
ria and joins them to build the news body. It also requires to set-up the
values of some parameters (paragraph minimum size, news body min-
imum size, inter-paragraph maximum distance and hyperlink density),
but in fact they were easy to set with minimum experimentation with
daily news because they are stable among the articles published. These
parameters where previously tunned over a hold-out data set.

5 Evaluation of the Method

In the web news extraction area there is no standard collection to com-
pare the different methods. Although there are several news collections
in the field of the TREC [4] initiative, they are not valid for our pur-
pose because are composed only of plain text with the articles already
extracted and tagged. So we carefully built up our own data set for eval-
uation . We also designed an evaluation routine capable to determine the
goodness of our method.



5.1 The Data Set

We got a data set of 4869 web pages crawled from 15 different inter-
national top level on-line news sources2. These pages were crawled and
indexed from the web with depth 3 and without any filtering or man-
ual discarding of anyone. In this way we built a collection that is very
representative of the reality of the on-line news area.

5.2 The Evaluation Routine and Results

The use of publishing systems implies that URLs share a common struc-
ture. For example, the following is a regular expression that matches the
most of news pages for BBC News: http://news.bbc.co.uk/.*/[0-9]+.stm.
This information is not useful as an heuristic for news recognition because
publishers could modify the URLs at any moment, but the evaluation
process can be benefited from knowing these patterns.

The evaluation routine has two phases. In a first step we run our al-
gorithm that implements our heuristics against the data set. Result of
this step we record the set of news articles obtained. We compare this
extracted articles set with the the set of news extracted by URL pattern
criteria. If a page is in both sets is a true positive, if it is not in any of
them is a true negative.

After this stage the false positives (the news extracted by the algorithm
with an URL that does not match with the pattern criteria) and false
negatives (the that have not been extracted using our heuristics but
which URL match with the pattern criteria) are manually inspected to
determine whether they are news articles or not.

For the manual revision we designed an application where false negatives
and false positives web pages are randomly showed to the human assessor.
The assessor has no information about the previous judgements and only
must decide whether there is a news article in the page or not.

From the results of the manual revision, we could determine that most
of the news articles not extracted by our algorithm it was because they
were very short press notes. In the case of extracted not-articles it was
because they were titled long abstracts or editorials.

As result of both phases we assessed that the collection is composed of
2658 web pages with articles and 2211 non articles pages. The results of
the evaluation of our heuristic for news extraction are the following:

– From the 2658 articles in the data-set the method was able to extract
2506 whereas the other 152 were rejected, mainly because there were
very short news notes.

– From the 2211 non-articles pages only 70 where accepted and ex-
tracted as articles, the most of them containing big news summaries
and digests.

2 ABC News, BBC News, Business Week, Fox News, Herald Tribune, MsNBC News,
CNET News.com, National Geographic, New York Times, Start Tribune, Sun Times,
The Guardian, United Press, Usa Today, Wired.



In this context to asses the results of our method we use the concepts of
precision and recall. Precision has here the meaning of the number of ar-
ticles correctly recognised divided by the sum of the correctly recognised
plus the non-articles recognised and recall means the number of articles
correctly recognised divided by the sum of the correctly recognised plus
the articles not recognised. Taking these definitions, finally our method
values of precision and recall were 97,28% and 94,28% respectively.
These results outperforms the ones of previous approaches. As we ex-
plained previously the absence of standard test collections or a defined
methodology make difficult the comparison. Anyway we can compare
precision and recall computed in different datasets, but that are similar
because are composed of web pages from news sites. In this terms for
example the work Vadrevu et al. [7] uses a data set composed by Amer-
ican web news sites 3. In this collection of 3216 pages and 12 different
publishers their method obtained 87% precision and 85% recall.

6 Conclusions and Future Work

In this paper we have introduced a method for web news recognition and
extraction that takes advantage of the domain specific characteristics.
Our algorithm is based on a set of heuristics and its complexity is linear
on the document size.
We also designed an original evaluation strategy and built up a data set
that could be used by others. The evaluation assessed that our approach
obtains very high values of precision and recall. This method is currently
working in an operative news system
This method is used because it is easy to tune the parameters implied in
the heuristics. A challenge that we are considering is adapt our algorithm
to other fields and tasks where the content to recognise would be much
more variable. Studies about the stability of the parameters and the use
of statistical learning approaches to estimate the best parameter values
would be necessary in these domains.
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