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Abstract. The problems of finding alternative clusterings and avoid-
ing bias have gained popularity over the last years. In this paper we
put the focus on the quality of these alternative clusterings, proposing
two approaches based in the use of negative constraints in conjunction
with spectral clustering techniques. The first approach tries to introduce
these constraints in the core of the constrained normalised cut clustering,
while the second one combines spectral clustering and soft constrained
k-means. The experiments performed in textual collections showed that
the first method does not yield good results, whereas the second one
attains large increments on the quality of the results of the clustering
while keeping low similarity with the avoided grouping.

1 Introduction

Data analysis plays nowadays a central role in several fields of science, industry
and business. With the ever-growing size of the data collections being compiled
and used by public institutions and private firms alike a great need for auto-
matic data analysis tools has arisen, in order to provide a way to exploit those
collections in an effective and timely manner.

Clustering is the most popular non-supervised automatic data analysis tool.
Given a data collection, the clustering algorithms try to form a meaningful group-
ing of the data, categorising the data instances (text documents, in our case) in
various groups (clusters), such that the instances in the same cluster bear high
similarity between them and low similarity with the instances that have been
put in the other clusters.

Unfortunately, the concepts of “meaningful grouping” and “high” and “low”
similarity are very subjective. Sometimes, and even though the grouping of the
data found by a certain clustering algorithm can make sense from a purely math-
ematical point of view, it might be completely useless or even meaningless to the
user. Gondek and Hofmann illustrate in [1] several examples this situation, such
as the clustering of news corpora which have been already annotated by a certain
criterion (such as region) or the clustering of users’ data with gender or income
information. The outcome of the algorithm might reflect a grouping of the data
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which is well known, or which would be easy to find with a manual examination.
Consequently, it will be of little use to the user of the data analysis tool.

Thus, sometimes mechanisms are needed to find alternative clusterings to
the one proposed by the clustering algorithm. If we are trying to avoid the
tendency (bias) of the clustering algorithm to fall in a certain grouping of the
data that is being clustered the task is called Avoiding Bias. This problem has
been tackled by several authors in the last years, which have proposed a wide
range of approaches, ranging from distance learning [2] to using constraints [3].
However, it should be underlined that avoiding bias is still a clustering process,
where the main focus is providing the user with a meaningful grouping of the
data. For instance, the easiest way to find a very different grouping from the
one given would be assigning randomly documents to clusters, which would be
obviously a very bad solution in terms of clustering quality. Thus, a compromise
has to be reached between the quality of the clustering and the distance to the
avoided grouping when devising an avoiding bias algorithm.

In this paper we study various ways to obtain an alternative clustering with
high quality while keeping the objective of avoiding the known clustering. Con-
cretely, we test two different approaches which use a strategy similar to the one
in [3] (using negative constraints to steer the clustering process away from the
known clustering), making use of spectral clustering techniques to try to attain
that high quality. The first one is introducing negative constraints in the con-
strained normalised clustering approach proposed by Ji et al. in [4]. The second
one is introducing the soft constrained k-means algorithm proposed by Ares et
al. in [3], which has been shown to have good results, in the second phase of a
normalised cut clustering algorithm [5]. The experiments carried out with these
approaches showed that, while the first approach does not yield good results,
the combined one (normalised cut plus soft constrained k Means) outperforms
soft constrained k-means in terms of quality of the results while keeping a good
avoidance of the known clustering.

This paper is organised as follows: in Section 2 the clustering algorithms on
top of which the proposed approaches are built are introduced. In Section 3 we
tackle the problem of introducing negative constraints in normalised cut, while in
Section 4 we introduce the experiments which were carried out and their results.
Finally, Sections 5 and 6 are respectively devoted to the related work and the
conclusion and future works.

2 Clustering Algorithms

In this section we describe the clustering approaches which we have used in
the methods proposed in this paper. Firstly, we survey normalised cut, a very
effective spectral clustering algorithm introduced by Shi and Malik in [5], and
its constrained counterpart, constrained normalised cut, introduced by Ji et al.
in [4]. Afterwards, we outline soft constrained k-means, a constrained clustering
algorithm based on k-means introduced by Ares et al. in [3].
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2.1 Normalised Cut

The spectral clustering algorithms [6,7] are a family of algorithms which use
results from graph spectral theory to perform the clustering of data. Concretely,
normalised cut tries to tackle a clustering problem by transforming it into a
graph cut problem.

The first step is creating a graph G = (V, E, W ) in which the documents
to be clustered are the vertices (V = {v1, v2, ..., vn}), and the weights (W =
{w1,1, w1,2, ..., wn,n}) of the edges (E) are related to the similarity between the
documents joined by each edge, such that the more similar the documents are,
the higher the weight of the edge. Hence, the aim of the clustering process,
creating groups of documents such that the documents in the same cluster are
very similar and documents in different clusters have low similarity, can be re-
formulated as cutting this new graph G in connected components in a way that
the weights of the edges which join vertices in different connected components
are low and the ones of the edges which join vertices in the same connected
component are high.

To measure this, Shi and Malik introduced the normalised cut (NCut) value
of a cut of a graph in [5]. For a graph G = (V, E, W ) and a cut {A1, A2, ...Ak}
of that graph, NCut is defined as:

NCut(A1, ...Ak) =
k∑

i=1

cut(Ai, Āi)
vol(Ai)

(1)

cut(A, B) =
∑

i∈A,j∈B

wij (2)

vol(A) =
∑

i∈A

n∑

j=1

wij (3)

where wij is the weight of the edge that joins vertices i and j, and Āi are the
vertices which are not included in Ai (i.e., Āi = V \ Ai).

As it follows from (1), the NCut of a graph cut is minimised when the sum of
the weights of the edges joining documents in different connected components
are low, while keeping the sizes of the different connected components, which
are measured using their volume, as high as possible. This last condition tries
to ensure a certain balance between the connected components, to avoid trivial
solutions with connected components comprising only very few vertices. Thus, a
graph cut with a low NCut value would fulfil the requisites of a good clustering.

Finding a cut {A1, A2, ..., Ak} of a certain graph G which minimises the NCut
value can be transformed [7] into a trace minimisation problem (4), where H
is a n × k matrix (where n is the number of documents to be clustered) which
encodes the membership of vertices to connected components as indicated in (5),
D = (dij), is a diagonal matrix with dii = degree(vi) and L is the Laplacian
matrix (L = D − W ) of G.

minA1,...Ak
Tr(HT LH) subject to HT DH = I (4)
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H = (hij) =

{
1√

vol(Aj)
if vertex i ∈ Aj

0 else
(5)

Unfortunately, the condition imposed by (5) on the values of H makes the min-
imisation in (4) NP-hard. If that discreteness condition is dropped and a simple
variable substitution is performed (Y = D

1
2 H), the minimisation can be rewrit-

ten in the standard form of a trace minimisation problem (6):

minY ∈Rn×kTr(Y T
[
D− 1

2 LD− 1
2

]
Y ) subject to Y T Y = I (6)

It can be shown that (6) is minimised by the matrix Y which contains as columns
the eigenvectors corresponding to the smallest eigenvalues of D− 1

2 LD− 1
2 . How-

ever, as the values of Y are not constrained, this matrix is no longer composed
of indicator vectors for the connected components. Instead, each of the docu-
ments has been projected into R

k, and a further step has to be taken (such as
applying a clustering algorithm like k-means) in order to find a discrete segmen-
tation of the points in that space. Once this segmentation has been found, we
can transpose it to the original documents, providing a clustering of the original
collection.

2.2 Constrained Normalised Cut

Based on the same principles of normalised cut, Ji et al. proposed in [4] a con-
strained clustering algorithm which makes some changes in the function to be
minimised in order to introduce a priori knowledge in the clustering process,
specifically which pairs of documents the user wants to be grouped by the clus-
tering algorithm into the same cluster.

To achieve this, they introduced a new matrix U with n columns and a row
for each constraint used in the algorithm. Thus, a constraint which establishes
that data points i and j should be in the same cluster will be encoded as a
row of zeroes with the exception of positions i and j, which will be set to 1
and -1 (or vice-versa, as these constraints are non-directional). If membership
to connected components is encoded in a matrix H as in (5), the Frobenius
norm of the product of matrices U and H will be smaller as more constraints
are respected in the clustering, with a minimum of zero when none of them is
disregarded. Thus, a new minimisation problem can be written involving both
NCut and the supplied constraints:

minA1,...Ak
(NCut(A1, ..., Ak) + ||βUH ||2) (7)

where β > 0 is a parameter which controls the degree of enforcement of the
constraints. The higher that β is, the tighter the enforcement of the constraints
is. This minimisation problem, following a derivation similar to the one used in
the non constrained case, can be written as:

minY ∈RTr(Y T
[
D− 1

2 (L + βUT U)D− 1
2

]
Y ) (8)
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again subject to Y T Y = I. As this problem is in the standard form of a trace
minimisation problem, the same theoretical result used in the unconstrained case
can be used here. Thus, this equation is minimised by a matrix Y which contains
as columns the eigenvectors which correspond to the smallest eigenvalues of
matrix D− 1

2 (L + βUT U)D− 1
2 . Again, these columns are not proper indicator

vectors, so a segmentation of the projected data points has to be performed in
order to produce a clustering of the data.

2.3 Soft Constrained k-Means

Batch k-means [8] is one of the most popular flat clustering algorithms. The first
step of the algorithm is the initialisation, where some points in the representation
space are taken as seeds of the clustering process. Typically these seeds are chosen
randomly between the documents to be clustered. Afterwards, the main core of
the algorithm is a loop in which documents are assigned to clusters depending
on its similarity with clusters’ centroids. Once all of them have been assigned
the centroids are recalculated and the process starts again. This loop is repeated
until a given convergence condition is met (typically when the change in the
centroids between a iteration and the next is very small).

Based on batch k-means skeleton, Wagstaff et al. introduced in [9] a con-
strained clustering algorithm which enables the use of domain knowledge in the
clustering process. This domain knowledge can be introduced in the form of two
kinds of instance level pairwise constraints: Must-links, which indicate that two
documents must be in the same cluster, and Cannot-links, to indicate that two
documents must be in different clusters. To honour these constraints they mod-
ified the cluster assignment policy, assigning the documents to the closest (most
similar) centroid such that this assignment does not violate any constraints.
That is, if a document with which the document being assigned has a Must-link
constraint has been assigned to a cluster in the current iteration, the document
will be assigned directly to that cluster. Otherwise, the document is assigned to
the cluster with the closest centroid, excluding those containing documents with
which the document being assigned has a Cannot-Link constraint, in order to
enforce that kind of constraints. In that paper, the authors show that these con-
straints can effectively affect the clustering process, leading it towards a better
solution. On the other hand, the authors admit as well that the absolute nature
of the proposed constraints can make sometimes the presence of this constraints
harmful. For instance, Cannot links can lead the clustering process to a dead
end, if a document has a Cannot link with at least one document in each cluster.

In order to address these limitations, Ares et al. introduced in [3] two kinds
of non absolute constraints: May-Links and May-Not-Links, which indicate that
two documents are, respectively, likely or not likely to be in the same cluster.
The implementation of these constraints alters again the assignment process of
the documents. After the absolute constraints introduced by Wagstaff et al. are
accounted for, each cluster is given a score which is initialised with the similarity
between the document and its centroid. Then, the score of a given cluster will be
increased in a certain factor w for each document with which that document has a
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May-Link and was last assigned to that cluster. Conversely, the score of a cluster
will be decreased by the same factor for each document with which the document
has a May-Not-Link and was last assigned to the cluster. The authors claim
that these new constraints overcome the drawbacks of the absolute constraints,
while maintaining good effectiveness. Namely, the May-Not-Links are shown to
be effectively better than their absolute counterparts (Cannot-links), because
their efficacy seems to be similar and the May-Not-Links are not affected by the
dead end problem, as it is always possible to find a suitable cluster for all the
data points. Anyway, the algorithm proposed in the paper allows as well the
introduction of domain knowledge in form of absolute constraints, following the
same strategy proposed by Wagstaff et al.

3 Negative Constraints in Normalised Cut

As it was previously explained, Ji et al. proposed in [4] an addition to normalised
cut which allowed introducing domain knowledge in the clustering process. How-
ever, the method that they propose only allows the introduction of positive in-
formation, i.e., pairs of documents that the user thinks that they ought to be in
the same cluster. But this is not the only kind of information that a user might
have available about the documents to be clustered. For instance, it is also very
likely that the user has some intuition about which pairs of documents might
not (or must not) be in the same cluster (this is what we will call negative infor-
mation). Actually, this negative information is less informative to the clustering
algorithm than the positive constraints, as with the positive information we are
actually providing the algorithm with fragments of the desired final grouping (or
at least we hope to be doing so). However, is precisely this lesser informativeness
(and the less restrictions that they impose on the algorithm) which makes the
negative constraints more likely to be elicited from the domain knowledge, or
even the only information that can be provided, in cases where the nature of the
task being tackled does not allow the obtaining of positive information at all.
For instance, this is the case of the Avoiding Bias task, which is the main focus
of this paper.

In the Avoiding Bias task, the only information available is the grouping of
the documents that we are trying to avoid. We can not obtain any positive clues
from it, as neither the fact that two documents are in the same cluster, nor the
fact that they are in different ones gives us any positive evidence about if they
should be in the same cluster in an alternative grouping.

However, if two documents are in the same cluster in the grouping that we
are trying to avoid, it is sensible to make some indication (using non absolute
negative constraints) to the clustering algorithm that these documents might not
be in the same cluster in other grouping, expecting that the distorsion induced by
these constraints is on the one hand enough to break the bias of the algorithm
to fall in the avoided clustering and on the other hand not strong enough to
break completely the structure of the similarities between documents, so that
the final clustering of the data is still meaningful. This is precisely the intuition
that sustains Ares et al. Avoiding Bias approach in [3].
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Obviously, the same point could be made about using positive non absolute
constraints on documents which are not in the same cluster in the avoided group-
ing. However, bringing closer these documents will not have the effect of avoiding
the bias of the clustering algorithm to fall in the given grouping. To do so, these
constraints should be very strong, but this will likely compress the representation
space too much, providing clusters of bad quality.

In this section we will tackle the problem of introducing the negative con-
straints into the normalised cut clustering algorithm.

3.1 Negative Constraints in Constrained Normalised Cut

In Sect. 2.2 we have explained the approach used by Ji et al. [4] to transform
the classic normalised cut algorithm into a constrained clustering one, allowing
the use of positive constraints. Intuitively, a similar scheme could be used to try
to introduce negative information as well.

In their paper, the authors introduce a matrix U which encodes the positive
constraints, such that the Frobenius norm of the product of that matrix and the
indicator matrix is in inverse proportion with the number of constraints which
are respected by the clustering represented by the indicator matrix, having a
minimum of zero when all of them are honoured. Thus, introducing this factor
into the function minimised at the core of the normalised cut algorithm (7,8)
causes a change in the nature of the solution, now having to find a cluster-
ing of good quality (minimising NCut) while respecting as well the constraints
(minimising the new term). The influence of the constraints is controlled by a
parameter (β), being the enforcement of the constraints greater as the value of
β increases, with a minimum in β = 0, where the the constraints are not taken
into account at all.

With that in mind, an apparently easy and intuitive way to introduce the
negative constraints would be using a new matrix UN , which would encode the
negative constraints in the same way as the positive ones were encoded in U .
Again, the Frobenius norm of the product of UN with the indicator matrix will
be lower as more of the pairs of documents linked by a constraint are in the same
cluster, and, vice versa, higher as more of them are not in the same cluster, which
is precisely the objective of the negative information. In order to introduce this
new term in the minimisation a new parameter (βN ) is needed to control the
enforcement of the negative constraints. As this new factor is in direct proportion
to the number of negative constraints which are respected in the clustering, it
must be introduced in the formula with a minus sign (9,10). Again, the value of
βN is equal or greater than 0, with a harder enforcement of the constraints as
its value increases.

minA1,...Ak
(NCut(A1, ..., Ak) − ||βNUNH ||2) (9)

minY ∈RTr(Y T
[
D− 1

2 (L − βNUN
T UN)D− 1

2

]
Y ) (10)
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Even though this approach seems theoretically sound, it does not yield good
results in the Avoiding Bias task. Our explanation about why this happens is
given in Sect. 4.5.

3.2 Combining Soft Constrained k-Means and Normalised Cut

As it has been previously explained (Subsect. 2.1), the normalised cut algorithm
is based on transforming the clustering problem into a graph cut problem. The
aim of the process is finding a cut of the graph which minimises its normalised
cut value. Being this a NP-hard problem, a certain relaxation of the conditions
imposed on the solution has to be performed in order to reduce its complexity
and make it computationally accessible. Thus, the outcome of this minimisation
is a projection of the data points into R

k, instead of the grouping itself, and a
last step should be performed to reach the final clustering of the data. In order to
perform this last phase, Shi and Malik propose using k-means on the projected
data points.

Our proposal in this paper is using the soft constrained k-means algorithm
proposed by Ares et al. instead of batch k-means, enabling the introduction of
domain knowledge in form of absolute (Must and Cannot-Link) and non-absolute
(May and May-Not-Link) constraints. Even though they would be defined over
the initial documents, the one to one correspondence between them and the
projected documents (the document which was represented by the vertex vi of
the graph is now encoded in the ith row of matrix Y ) enables us to apply these
same instance level constraints over the corresponding projected documents.

From the point of view of soft constrained k-means, the normalised cut acts as
a kind of document preprocessing phase, where the documents are transformed
from the chosen document representation to a representation in R

k based on
the normalised cut criterion. The effect of this “preprocessing” is twofold: not
only we are benefiting from the increment of cluster quality caused by using the
normalised cut algorithm, but also we are likely to experiment an increase in the
effect of the pairwise constraints. As documents which are close to constrained
ones are affected as well by the changes in the destination of the later ones in-
duced by the constraints, our intuition is that the effectiveness of the constraints
in this new data space is increased, as similar documents (over which the same
constraints tend to be true) are brought together and dissimilar ones are sep-
arated (thus avoiding some non desired “interferences” of the constraints over
non related documents).

In terms of performance, the computational cost of this combined approach
is the same of that of the normalised cut algorithm, as the cost of the soft con-
strained k-means and of batch k-means is the same. Consequently, being the
costliest operation of the whole algorithm still by a wide margin the calculation
of eigenvectors, the total cost will depend on the method chosen to perform
that calculus. This cost can be kept fairly moderated if a standard algorithm
is used. For instance, using Lanczos algorithm, the time complexity would be
O(kNLanczosnnz(M)), where k is the desired number of clusters (i.e. of eigen-
vectors), NLanczos is the number of iteration steps of the algorithm and nnz(M)
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is the number of non zero elements of the matrix D− 1
2 LD− 1

2 (see Sect. 2.1),
whose eigenvectors are being calculated.

4 Experiments

4.1 Methodology

In order to test the practical behaviour of the algorithms we have set an avoiding
bias experiment following the standard methodology of the papers on that sub-
ject. Thus, we will use text document collections in which documents have been
categorised according to two different criteria. Using the standard methodology
of avoiding bias experiments, we will assume alternatively that one of them is
the known grouping and we will try to avoid it, evaluating the results of the
process comparing the resulting grouping with both the known one (to assess
the avoidance that has been achieved) and the “unknown” one (as a way to
measure the quality of the results).

We have used as baseline the original soft constrained k-means approach to
Avoiding Bias introduced by Ares et al. in [3], where the authors show that it
improves an algorithm specially tailored for Avoiding Bias such as Conditional
Information Bottleneck [1]. Thus, we have replicated the same experimental
conditions used in that paper. The set of constraints was created introducing
a constraint for each pair of documents which are in the same cluster in the
known grouping of the data (the only a priori information available). In the
case of the baseline and of the combined (NC+SCKM) approach, which support
bidirectional and unidirectional constraints, we have used the bidirectional ones.
Moreover, we will assume that the number of clusters is known, setting it to
the number of clusters of the non avoided grouping of the data. Finally, as
the clustering seeds were also chosen randomly from the documents, and the
outcome of the processes is really dependant on the quality of the initial seeds,
several repetitions of the clustering process have to be performed in order to
have a faithful representation of the performance of the algorithms. We report
the average of these initialisations.

Following this approach, the only parameters which should be initially set are
w, the strength of the constraints in the baseline and in the approach based on
the combination of normalised cut and soft constrained k-means and βN , the
tightness of the observance of the negative constraints in the approach based on
constrained normalised cut. Besides, in our experiments we have detected that
the clustering algorithms yielded better results when the number of dimensions
of the projection of the documents performed in the spectral phase is greater
than the wanted number of clusters. Typically, the best performance was ob-
tained when the number of eigenvectors ranged from 10 to 20 (in opposition to
the number of desired clusters, which ranges from 2 to 5), a fact that is likely
caused by the combination of two circumstances. Firstly, the high topicality of
the collection compared with the number of expected clusters, and, secondly, this
relatively small number of desired clusters, which would cause a great loss of in-
formation in the projection if we take the same number of eigenvectors. However,
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taking too many dimensions could result in adding noise to the documents, which
would worsen the quality of the clustering. Thus, after some preliminary tests,
we have used to create the projection of the documents the first 15 eigenvectors,
a value which we have found that performs well in all collections.

4.2 Datasets

To perform the experiments we have used the two datasets used in the baseline
experiments, which were originally defined in [1].

Dataset (i) was created from WebKB’s Universities Dataset, which was made
collecting webpages from the websites of different U.S. universities (Cornell,
Texas, Washington, Wisconsin and others). These webpages have been manually
tagged according to two aspects: university and topic (“course”, “department”,
“faculty”, “project”, “staff”, “student” and “other”). The dataset used in the
experiments is created taking the documents from the Universities of Cornell,
Texas, Washington and Wisconsin which were as well tagged as “course”, “fac-
ulty”, “project” “staff”, “student”, which yields a total of 1087 documents.

Dataset (ii) was created from Reuters RCV-1, a huge document collection
composed of about 810,000 news stories from Reuters, one of the most important
news agencies. These documents have been manually tagged according to three
aspects: topic, geographical area and industry. The dataset used in the experi-
ments is created taking the documents with have been labelled with respectively
only one topic and region label and whose topic is “MCAT” or “GCAT” and
whose region is “UK” or “INDIA”. This yields a total of 1600 documents.

4.3 Document Representation

As in the baseline experiments, we have used Mutual Information as the original
representation of the documents (i.e., the one used to build the graph G), as
it has been shown to perform consistently better than other tf · idf approaches
[10]. Thus, the representation of a document d in a collection of m terms and d
documents is a vector (11) where the components are the mi values of the terms
(12),13), calculated used the frequency of the each term t in the document d
(tf(d, f)).

mi(d) = [mi(d, t1); mi(d, t2); . . . ; mi(d, tm)] (11)

mi(d, t) = log (1 +
tf(d,t)

N∑ D
i tf(di,t)

N ×
∑ m

j tf(d,tj)

N

) (12)

N =
∑

i

∑

j

tf(di, tj) (13)

The similarity between two documents d1 and d2 was computed using the cosine
distance between their vectors, which was also also the distance function used
to compare the projected documents after the spectral phase.
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4.4 Metrics

In order to evaluate the results of our tests we have used two different metrics,
which compare the clustering of a collection of n documents yielded by the
algorithm Ω = {ω1, ω2, ...ωk} with a certain ground truth C = {c1, c2, ...cj}.

Purity (P) [11] measures how well the clustering outcome matches the target
split in average. Higher Purity values mean more similarity between Ω and C.

P(Ω, C) =
1
n

∑

k

max
j

|ωk ∩ cj | (14)

On the other hand, Mutual Information (MI) [12] measures how much informa-
tion about a grouping is conveyed by another. Again, higher values of Mutual
Information mean more agreement between Ω and C.

MI(Ω; C) =
∑

k

∑

j

|ωk ∩ cj |
n

log
N |ωk ∩ cj |
|ωk||cj | (15)

4.5 Results

In order to set the parameters of the algorithms we have used a crossvalidation
strategy. This strategy involved tuning the value of these parameters in one of
the avoiding bias problems, specifically in collection (i) avoiding the grouping
by “Topic”, and using that value in the other problems. The value w chosen for
the baseline (soft constrained k-means) was 0.0025, the value which obtained
the best compromise between quality and avoidance. In the combined approach
(NC+SCKM), as the focus of this paper is improving the quality of the grouping,
the value (w = 0.05) was chosen as the one which yielded the best similarity (MI)
with the non avoided grouping of the documents (“University”) while maintain-
ing a similarity with the avoided grouping (“Topic”) less or equal to the one
achieved by the baseline, which was itself quite low. As for the constrained nor-
malised cut with negative constraints, the tuning process showed poor quality
values and a great instability of the algorithm with respect to the values of βN .
Our explanation about why this happens is given at the end of this section.

The results of the performed experiments are shown in Table 1. As in the
experiments in [3] and in [1], for each dataset and avoided grouping we report
the values of Mutual Information (MI) with the avoided and the non-avoided
groupings, to see to which of them the outcome of the clustering process is mostly
leaning, and Purity (P) with the non-avoided grouping, to measure the quality of
the clustering. Hence, a good result would have high values of MI and P with the
non-avoided grouping and a low value of MI with the avoided one. The results
reported are the average of the ten different initialisations of seeds and document
inspection order tested in each combination of dataset and avoided grouping.

As a preliminary note, it is worth remarking that the results show the ex-
pected increase in the quality of clustering of normalised cut with respect to
batch k-means. Moreover, they also point out a tendency in the non constrained
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Table 1. Results for the avoiding bias experiment with the defined datasets for batch k-
means, soft constrained k-means (SCKM), normalised cut and the combined approach
(NC+SCKM)

Dataset (i) Avoiding Topic (k=4) Avoiding University (k=5)
MI(Topic) MI(Univ.) P(Univ.) MI(Univ.) MI(Topic) P(Topic)

Batch k-means 0.5069 0.2304 0.4364 0.2972 0.5682 0.6874
SCKM (w = 0.0025) 0.0052 0.2789 0.4772 0.0031 0.4499 0.6484

Normalised cut 0.4801 0.4097 0.4994 0.5822 0.5606 0.6794
NC+SCKM (w = 0.05) 0.0032 0.9340 0.7684 0.0011 0.6569 0.7163

Dataset (ii) Avoiding Topic (k=2) Avoiding Region (k=2)
MI(Topic) MI(Region) P(Region) MI(Region) MI(Topic) P(Topic)

Batch k-means 0.0075 0.0874 0.8253 0.1400 0.0093 0.9838
SCKM (w = 0.0025) 0.0003 0.1194 0.8253 0.0004 0.0075 0.9838

Normalised cut 0.0075 0.1510 0.8253 0.1862 0.0106 0.9838
NC+SCKM (w = 0.05) <0.0001 0.1643 0.8253 <0.0001 0.0164 0.9838

algorithm (in our case, normalised cut) to fall in one of the two groupings of the
collections, even though this tendency is sometimes less clear than in the case
of the batch k-means.

The similarity of the outcome of the proposed algorithm (NC+SCKM) with
the non avoided clustering (which, as it has been said before, is used as a indica-
tion of the quality of the clustering) is in all cases greatly increased over the soft
constrained k-means results. Moreover, the results show how the introduction
of this constrained phase has not any detrimental effect over the quality of the
normalised cut results, and in fact improves them in all cases. As for the avoided
grouping, the similarity of the results of our technique is still reduced, keeping
it in values equal or less than those of the baseline, which were already low.

It should be also noted that the reason for the repeated values of P for the
four methods in dataset (ii) is the structure of the dataset, where in each of the
possible groupings one of the clusters is much bigger than the other (still, the
MI values for that dataset attest the improvements attained using the combined
method). Finally, it is also worth remarking that further tests on the training
collection have shown that the parameter w of this combined approach is quite
stable. This can be seen in Fig. 1(a), which shows that the MI with the avoided
and non-avoided groupings are not affected to a greater extent by wide variations
around the chosen value of 0.05.

The results of the tests performed with the approach introduced in Sect.
3.1 (which introduces the negative constraints in the core of the constrained
normalised cut algorithm) are not included in Table 1 as the quality values
achieved were poor and the value of the parameter βN was very unstable. This
is shown in Fig. 1(b): for almost all values of the parameter the similarity with
the avoided grouping is much higher than with the non-avoided one, and for
the values of βN in which the two similarities come closer the quality of the
result is very low and a small variation of the parameter produces an abrupt
change in the quality values. Our intuition is that the cause of this behaviour
has to do with the function which is minimised. With positive constraints, the
function in (7) has its lower bound in zero, a value which, if obtained, would
mean both that the clustering has good quality (NCut = 0) and that all the
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Fig. 1. Stability of the parameters of the two proposed algorithms in the training
collection (Dataset (i), avoiding TOPIC)

constraints are respected (||βUH ||2 = 0). However, this is not what happens
in the minimised function when negative constraints are involved (9). Here, a
low value can be obtained if all the constraints are respected, regardless of the
quality of the clustering, as one value is subtracted from the other. This makes
tuning the value of βN very hard, as a small change can alter dramatically the
balance between those two factors.

5 Related Work

In the constrained clustering field [13], the problems of avoiding bias and finding
alternative clusterings have gained popularity in the last years, with several
authors looking into them and proposing different approaches. Bae and Bailey
proposed in [14] a method similar to the one used in this paper, using negative
constraints to try to steer the clustering away from the avoided grouping. They
incorporate these constraints in a Average Link clustering algorithm, controlling
with a parameter the compromise between obtaining a clustering of quality and
honouring the constraints. However, they only report results in synthetic and
numeric data collections with a very limited number of features.

Gondek and Hoffman introduced in [1] another strategy to find alternative
clusters using Conditional Information Bottleneck clustering. Their approach
tries to optimise an objective function which combines the objectives of yielding
clusters of good quality and which should be different from the given clustering.
To do so they need the complete distribution of each variable, which is one of
the main drawbacks of the method.

In [15], Davidson and Qi present an approach to finding alternative cluster-
ing which also uses constraints, in this case to characterise the grouping to be
avoided. A distance function matrix is learnt from these constraints, which is
decomposed afterwards using Singular Value Decomposition (SVD). Finally, the
matrices yielded by SVD are used to build an alternative distance function that
is used to created transformed versions of the original data points, over which



420 M.E. Ares, J. Parapar, and Á. Barreiro

the clustering algorithm would be applied. Thus, this method has the advantage
of being quite general, not being tied to any clustering clustering. Again, they
tested their approach only in non-textual collections.

Cohn et al. introduced in [16] an algorithm to iteratively alter the grouping
found by a clustering process according to the user feedback. They incorporate
the user preferences altering the KL-divergence measure between the documents
marked by the user, introducing a new factor to measure the importance of a
term for distinguishing the documents. Even though they conduct their tests
over textual documents, the collections are again very small.

Obviously, the avoiding bias method which is most related to the ones pro-
posed in this paper is the one introduced by Ares et al. [3], which uses the soft
constrained k-means algorithm, described in Sect. 2.3. It was used as baseline
in our experiments (Sect. 4.5), and in one of the approaches proposed in this
paper we have combined it with normalised cut 3.2. Another general constrained
clustering algorithm which is also related to this paper is constrained normalised
cut by Ji et al. [4], as it is the core of one of the Avoiding Bias methods proposed
in this paper (Sect. 3.1). The unsuitability of that algorithm for the Avoiding
Bias problem was discused in Sect. 4.5.

6 Conclusions

In this paper we have studied two approaches based on the use of negative con-
straints in conjunction with spectral clustering techniques to tackle the Avoiding
Bias problem. While one of them, based in introducing the negative constraints
in the core of constrained normalised clustering, did not yield good results, the
second one, which combines normalised clustering and soft constrained cluster-
ing gave very good results in the experiments carried out, as it increased (in some
cases dramatically) the quality of the clustering while maintaining a good avoid-
ance of the known grouping. On a more general level, it should be noted that
the possible fields of application of this approach are not limited to the Avoiding
Bias problem on text. This algorithm can be applied in any general constrained
clustering situation, where, opposed to constrained normalised cut (which would
only allow the use of one kind of information), it lets the user use different kinds
of knowledge (negative and positive, absolute and non absolute,. . . ).
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ing with background knowledge. In: ICML 2001: Proceedings of the Eighteenth
International Conference on Machine Learning, pp. 577–584, Morgan Kaufmann
Publishers Inc., San Francisco (2001)

10. Pantel, P., Lin, D.: Document clustering with committees. In: SIGIR 2002: Pro-
ceedings of the 25th annual international ACM SIGIR conference on Research and
development in information retrieval, pp. 199–206. ACM Press, New York (2002)

11. Rosell, M., Kann, V., Litton, J.E.: Comparing comparisons: Document clustering
evaluation using two manual classifications. In: Proceedings of the International
Conference on Natural Language Processing (2004)

12. Manning, C.D., Raghavan, P., Schtze, H.: Introduction to Information Retrieval.
Cambridge University Press, New York (2008)

13. Basu, S., Davidson, I., Wagstaff, K.: Constrained Clustering: Advances in Algo-
rithms, Theory, and Applications. Chapman & Hall/CRC, Boca Raton (2008)

14. Bae, E., Bailey, J.: COALA: A novel approach for the extraction of an alternate
clustering of high quality and high dissimilarity. In: ICDM 2006: Proceedings of
the Sixth International Conference on Data Mining, pp. 53–62. IEEE Computer
Society, Los Alamitos (2006)

15. Davidson, I., Qi, Z.: Finding alternative clustering using constraints. In: ICDM
2008: Proceedings of the 2008 Eighth IEEE International Conference on Data Min-
ing. IEEE Computer Society, Los Alamitos (2008)

16. Cohn, D., Caruana, R., McCallum, A.: Semi-supervised clustering with user feed-
back. Technical Report TR-2003-1892, Cornell University (2003)


	Improving Alternative Text Clustering Quality in the Avoiding Bias Task with Spectral and Flat Partition Algorithms
	Introduction
	Clustering Algorithms
	Normalised Cut
	Constrained Normalised Cut
	Soft Constrained k-Means

	Negative Constraints in Normalised Cut
	Negative Constraints in Constrained Normalised Cut
	Combining Soft Constrained k-Means and Normalised Cut

	Experiments
	Methodology
	Datasets
	Document Representation
	Metrics
	Results

	Related Work
	Conclusions



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Remove
  /UsePrologue false
  /ColorSettingsFile (Color Management Off)
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 290
  /ColorImageMinResolutionPolicy /Warning
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 600
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.01667
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 290
  /GrayImageMinResolutionPolicy /Warning
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 600
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 2.03333
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 800
  /MonoImageMinResolutionPolicy /Warning
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 2400
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000500044004600206587686353ef901a8fc7684c976262535370673a548c002000700072006f006f00660065007200208fdb884c9ad88d2891cf62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef653ef5728684c9762537088686a5f548c002000700072006f006f00660065007200204e0a73725f979ad854c18cea7684521753706548679c300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002000740069006c0020006b00760061006c00690074006500740073007500640073006b007200690076006e0069006e006700200065006c006c006500720020006b006f007200720065006b007400750072006c00e60073006e0069006e0067002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f0062006500200050004400460020007000610072006100200063006f006e00730065006700750069007200200069006d0070007200650073006900f3006e002000640065002000630061006c006900640061006400200065006e00200069006d0070007200650073006f0072006100730020006400650020006500730063007200690074006f00720069006f00200079002000680065007200720061006d00690065006e00740061007300200064006500200063006f00720072006500630063006900f3006e002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f00620065002000500044004600200070006f007500720020006400650073002000e90070007200650075007600650073002000650074002000640065007300200069006d007000720065007300730069006f006e00730020006400650020006800610075007400650020007100750061006c0069007400e90020007300750072002000640065007300200069006d007000720069006d0061006e0074006500730020006400650020006200750072006500610075002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f006200650020005000440046002000700065007200200075006e00610020007300740061006d007000610020006400690020007100750061006c0069007400e00020007300750020007300740061006d00700061006e0074006900200065002000700072006f006f0066006500720020006400650073006b0074006f0070002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF9ad854c18cea51fa529b7528002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e30593002537052376642306e753b8cea3092670059279650306b4fdd306430533068304c3067304d307e3059300230c730b930af30c830c330d730d730ea30f330bf3067306e53705237307e305f306f30d730eb30fc30d57528306b9069305730663044307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020b370c2a4d06cd0d10020d504b9b0d1300020bc0f0020ad50c815ae30c5d0c11c0020ace0d488c9c8b85c0020c778c1c4d560002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken voor kwaliteitsafdrukken op desktopprinters en proofers. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200066006f00720020007500740073006b00720069006600740020006100760020006800f800790020006b00760061006c00690074006500740020007000e500200062006f007200640073006b0072006900760065007200200065006c006c00650072002000700072006f006f006600650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020007000610072006100200069006d0070007200650073007300f5006500730020006400650020007100750061006c0069006400610064006500200065006d00200069006d00700072006500730073006f0072006100730020006400650073006b0074006f00700020006500200064006900730070006f00730069007400690076006f0073002000640065002000700072006f00760061002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a00610020006c0061006100640075006b006100730074006100200074007900f6007000f60079007400e400740075006c006f0073007400750073007400610020006a00610020007600650064006f007300740075007300740061002000760061007200740065006e002e00200020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740020006600f600720020006b00760061006c00690074006500740073007500740073006b0072006900660074006500720020007000e5002000760061006e006c00690067006100200073006b0072006900760061007200650020006f006300680020006600f600720020006b006f007200720065006b007400750072002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /DEU <FEFF004a006f0062006f007000740069006f006e007300200066006f00720020004100630072006f006200610074002000440069007300740069006c006c0065007200200037002e000d00500072006f00640075006300650073002000500044004600200062006f006f006b00200069006e006e006500720077006f0072006b002000660069006c0065007300200077006800690063006800200061007200650020007500730065006400200066006f0072002000680069006700680020007100750061006c0069007400790020007000720069006e00740069006e0067002e000d0028006300290020003200300031003000200053007000720069006e006700650072002d005600650072006c0061006700200047006d006200480020>
    /ENU (Use these settings to create Adobe PDF documents for quality printing on desktop printers and proofers.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /NoConversion
      /DestinationProfileName ()
      /DestinationProfileSelector /NA
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure true
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles true
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /NA
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /LeaveUntagged
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [595.000 842.000]
>> setpagedevice


