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ABSTRACT

Consider a user who submits a search query “Shakira” having a specific search goal in mind (such as her age) but at the same time willing to explore information for other entities related to her, such as comparable singers. In previous work, a system called Spark, was developed to provide such search experience. Given a query submitted to the Yahoo search engine, Spark provides related entity suggestions for the query, exploiting, among else, public knowledge bases from the Semantic Web. We refer to this search scenario as explorative entity search. The effectiveness and efficiency of the approach has been demonstrated in previous work. The way users interact with these related entity suggestions and whether this interaction can be predicted have however not been studied. In this paper, we perform a large-scale analysis into how users interact with the entity results returned by Spark. We characterize the users, queries and sessions that appear to promote an explorative behavior. Based on this analysis, we develop a set of query and user-based features that reflect the click behavior of users and explore their effectiveness in the context of a prediction task.

Categories and Subject Descriptors

H.3.3 [Information Search and Retrieval]: Search process; H.1.2 [User/Machine Systems]: Human information processing
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1. INTRODUCTION

Search engines are rapidly evolving from the ubiquitous ten blue links that have dominated Web search results for over fifteen years. One main driver for enhancing the capabilities of search systems has been the ability to incorporate structured data in their search results page [4, 12]. In general, when a user submits a query to a search engine their corresponding information need can be categorized at a high level as navigational or informational [5]. In the latter case, there are many situations in which users know exactly what they are looking for and would like immediate answers, whereas in other cases they are willing to explore to extend their knowledge, satisfy their curiosity or simply for the fun of it [13]. This situation happens, for example, when learning about people in the news, following a long term interest in music, movies or sports or when exploring destinations for future travel. As an example, consider a user who submits a search query “Shakira”. The user may have a specific search goal in mind (such as the age of Shakira, some recent news about her or her next concerts). At the same time that user may be willing to explore other choices given to her, such as other artists related to Shakira, including those who have performed or sang with her.

In the realm of Web search, knowledge bases (KBs) contain information about different real-world objects or concepts commonly referred to as entities. Given that KBs generally store typed relationships between entities (such as “born_in” for entities Shakira and Colombia), they can be represented as a graph using entities as nodes and relations as edges, and are also known as knowledge graphs (KGs). Search engines can exploit such KGs not only for displaying additional facts and direct information about the central entity in a query, but also to provide extended suggestions for users who would like to browse. Queries containing entities correspond to the most popular type of queries [35] and are typically referred as named entity queries or simply entity queries. Given that the system is able to identify the real-world entity that is being referenced in an entity query and link it to a knowledge base, then it can provide recommendations of related entities based on the relationships explicitly encoded in the knowledge base.

As an example, consider the search result page in Figure 1 which displays the results on Yahoo Search for the entity query “barcelona spain”. Besides the main search result links representing document results and images, we can see on the right panel suggestions for points of interest in Barcelona. This requires an understanding that this query represents the city of Barcelona, and a ranking over the points of interest, which is performed over the entities neighboring Barcelona in a KG. This is exactly what a system called Spark is doing [3]. Spark provides extended browsing capabilities through the knowledge graph exploiting public knowledge bases from the Semantic Web, in combination with proprietary data, to provide related entity suggestions for web search queries.
So, what has the young actress “Selena Gomez” to do with “Marlon Brando”? This is a path that can be potentially explored by a user following suggestions made by Spark. Starting from the entity query “selena gomez”, Spark is triggered recommending several related entities for exploring, one being Kevin James, which itself also triggers Spark to suggest Henry Winkler; this process continues with the following sequence of clicks on recommended entities, Robin Williams, Al Pacino, and Robert de Niro, to finally reach Marlon Brando. The relationship between each pair of these entities, here persons, comes from them appearing in the same event, belonging to the same industry, involved in the same film, and so on. This sequence of queries and clicks was one that was actually followed by users, and is an example of what we refer to as an explorative entity search.

While entity ranking systems have evolved significantly in terms of more effective and efficient algorithms for generating entity recommendations, no previous work has studied how users interact and engage with these systems and under which circumstances they are willing to follow an explorative path not directly related to their information need. This paper attempts to fill this missing gap, which has not been addressed before in the literature, focusing on how users interact with results returned by existing Web scale entity recommendation systems. We perform a large-scale analysis on search logs of 2M users on the existing Spark system [3].

We analyze the types of queries and entities that users interact with, exploring who are the users interacting with Spark results, the characteristics of their sessions, and the interplay between the typical search results and Spark entity recommendation results. Our analysis clearly indicates that Spark is able to promote an explorative behavior. Examples of such cases arise with long user sessions and entity queries that lack any surrounding context indicating a specific need (e.g., “images”). Based on our analysis, we develop a set of query and user-based features that reflect the click behavior of the users and explore their impact in the context of click prediction on Spark (i.e., predicting future interactions with entity recommendations). We find that the previous history of users, session duration and query-click through rate are the most discriminating features for predicting whether a user will click on a recommended entity or not.

2. RELATED WORK

Often, the user’s initial interest can be uniquely linked to an entity in a KB, and in this case it is natural to recommend the explicitly linked entities for further exploration. Many useful facts about entities (people, locations, organizations, or products) and their relationships can be found in data sources such as Wikipedia or Freebase, while others need to be extracted from unstructured text. In real world knowledge bases, however, the number of linked entities may be very large and not all linked entities are equally relevant therefore making ranking related entities a must.

All major search engines currently display entity recommendations in the context of a web search session. The focus of our study is Yahoo’s Spark system [3]. Spark extracts several signals from a variety of data sources, including user sessions, Twitter and Flickr, using a large cluster of computers running Hadoop. These signals are combined with a machine-learned ranking model to produce a final recommendation of entities to user queries, which is currently powering Yahoo Search results pages.

The problem of discovering interesting relations from unstructured text has led to a surge in research on the topic of entity search [8, 15, 20, 24, 26]. Entity search is viewed as an ideal paradigm to support explorative search. It provides semantically rich answers, i.e., entities and their relations, which are often considered more suitable for search exploration than individual web pages. Spark [3] falls in this type of systems.

Methods for generating query recommendations have focused on the analysis of query logs at the level of entire query strings or tokens, without any concern for the linguistic or semantic structure of the query strings [18]. However, more recent work has recognized that queries have internal structures and can be classified based on their semantic intent [21, 25, 16]. These observations have led to the development of the area of semantic search [4]. The broad area of
semantic search in general refers to finding information in knowledge bases using unstructured, keyword queries typical for search engines; Spark makes explicit use of semantic web technologies [2].

Various evaluation efforts like INEX Entity and Linked Data tracks, TREC Entity track, and SemSearch challenge have been carried out to assess the effectiveness of entity search approaches. Their focus was mainly with respect to evaluating how well the proposed techniques worked, in terms of delivering the right results for a given query. To the best of our knowledge, there has not been any large scale evaluation looking at how users engage with such results. This is the focus of this paper studying user behaviors for queries for which Spark returns recommended entities, for users to browse during their search session.

There has been many works studying user behavior with search engines. These studies examined query log data to elicit search patterns and other signals that can inform about various aspects of the search process [9, 17]. For instance, click-through data has been extensively used to assess how satisfied (or unsatisfied) users are with search results returned to them, mostly in terms of their relevance, e.g. [28, 32]. Query intent [17], user frustration [10] and search engine switching [33] have also been studied. Finally, tracking user search behavior over time (so-called historical data) has been shown to lead to better prediction of future search behavior, e.g. [6, 27, 31]. In this paper, we also study user search behavior to gain similar insights. Our context is however different; we look at how users behave when presented search results, here entities, that are served to them to promote exploration. All the above studies studied user behavior when users were presented search results that were served to “solve” their information need.

Explorative search addresses the problem of less well-defined information need: users are unfamiliar with the problem domain, or the search tasks require some exploration [22, 34]. It also includes scenarios where users are enjoying exploring without a specific search objective in mind, they just want to get an update, or be entertained during their spare time. Searching for fun or having fun while searching involves activities such as online shopping with nothing to buy, reading online, watching funny videos, and even clicking on images that have little relation with the original information needs [30]. Various works looked at approaches to promote and evaluate explorative search [14, 36]. This paper is also concerned with explorative search, and focuses on how users interact with entities returned to them in addition to the search results, enticing them to explore.

Although recommendations similar to Spark appear on the result pages of Google and Bing, details of these systems and their large-scale evaluation have not been published. Spark has been described in previous work [3, 19], where the focus was largely on ranking. The system has evolved considerably since then, and is now ready to be studied in terms of what type of engagement it promotes, and whether user behavior patterns can be identified. This paper studies how users interact with results returned by Spark, in terms of the submitted queries, the user demographics, and the interplay between typical search results and Spark entity recommendation.

### 3. SPARK: AN ENTITY RECOMMENDER SYSTEM

Given the large number of related entities that are usually available in a knowledge base, Spark selects the most relevant ones to show based on the current query of the user. Unlike the standard task addressed in entity search, where most related work has focused [8, 15, 20, 24, 26], Spark does not try to find information directly related to the user’s current query but to recommend possible future queries to explore. Hence, Spark aims to promote exploration search within the remit of entity recommendation, which we refer to as explorative entity search.

The main component of Spark is its knowledge base, represented as a large entity graph. Spark takes this graph as input, and applies a ranking function to extract a weighted subgraph consisting of the most important entities, their most important related entities, and their respective types. This entity graph is drawn from a larger Yahoo Knowledge Graph, a unified knowledge base that provides key information about all the entities that are deemed worthwhile, and how they relate to each other. Entities, relations, and information about them are automatically extracted from multiple data sources on an ongoing basis. Data sources consist of Web extractions, structured data feeds, and editorial content. Both open data sources and closed data sources from paid providers are leveraged. Reference data sources such as Wikipedia and Freebase provide background information for a wide variety of domains whereas domain-specific data sources provide rich information for domains such as Movie, TV, Music, or Sport.

The knowledge base is modeled as a property graph with a common ontology, which was developed over 2 years by the Yahoo editorial team and is aligned with schema.org. Today’s knowledge graph focuses on the domains of interest of key Yahoo sites, including the News domain (various types of entities), the Movie domain (movies, actors, directors, etc.), the TV domain (TV shows, actors, hosts, etc.), the Music domain (albums, music artists, etc.), the Sport domain (leagues, teams, athletes, etc.), and the Geo domain (points of interests, etc.). Overall, the graph that Spark uses as input consists of 3.5M entities and 1.4B direct and indirect relations from the Movie, TV, Music, Sport and Geo domains. See Table 1 for details.

<table>
<thead>
<tr>
<th>Domain</th>
<th># of entities</th>
<th># of relations</th>
</tr>
</thead>
<tbody>
<tr>
<td>Movie</td>
<td>205,197</td>
<td>9,642,124</td>
</tr>
<tr>
<td>TV</td>
<td>88,004</td>
<td>17,126,890</td>
</tr>
<tr>
<td>Music</td>
<td>294,319</td>
<td>77,673,434</td>
</tr>
<tr>
<td>Notability</td>
<td>585,765</td>
<td>89,702</td>
</tr>
<tr>
<td>Sport</td>
<td>75,088</td>
<td>1,281,867,144</td>
</tr>
<tr>
<td>Geo</td>
<td>2,195,370</td>
<td>4,655,696</td>
</tr>
<tr>
<td>Total</td>
<td>3,443,743</td>
<td>1,391,054,990</td>
</tr>
</tbody>
</table>

Table 1: Spark input graph

1. [http://www.inex.otago.ac.nz/tracks/entity-rank/]
2. [http://ilps.sciences.uva.nl/trec-entity/]
3. [http://semsearch.yahoo.com/]
4. The term “exploratory” search is also used [22].
by the fact that entities that frequently occur together in a
given set of observations (sets of short text pieces) are more
likely to be related to each other. Spark uses Yahoo Search,
Twitter, and Flickr as sources to extract the co-occurrence in-
formation. For example, for the query “flight from barcelona
to madrid”, “Barcelona” and “Madrid” are identified as two
entities that occur together. In case of Twitter and Flickr,
the occurrence frequencies are extracted from tweets and
user tags associated with photos, respectively.

Popularity features represent the frequency of an entity
in a given data source. Examples include the number of
matching results in Yahoo Search, when the entity string is
used as a query, as well as frequency information with respect
to queries, query sessions, tweets, and photo tags. Finally,
the graph-theoretic features include graphs metrics, for example
the number of shared vertices (common neighbors) between
two entities. The extracted feature vectors are the sole
input to the ranking process. Spark uses learning to rank
approaches to derive an efficient ranking function for entities
related to a query entity. The system employs Stochastic
Gradient Boosted Decision Trees (GBDT) for deriving the
learning (ranking) function [11].

Figure 1 shows the related entity recommendations made
by Spark in Yahoo Web Search for the query “barcelona
spain”. This is a place, so Spark returns “related places”.
These are the typical places that are visited by millions of
people, as they correspond to the city’s top attractions. After
clicking one of the related entities a new query is launched
with the related entity leading to a new search result page,
which can potentially contain more recommendations by
Spark based on the new query.

The effectiveness and efficiency of the Spark system has
been described recently in [3]. We study how users interact
with the related entity recommendations returned by Spark
as it performing a large-scale analysis on search logs of 2M
users. We characterize the users, queries and sessions that
appear to promote an explorative behavior.

4. ANALYSIS

We performed a large-scale analysis exploring the click
behavior of users submitting entity queries that trigger Spark.
We first examine how query characteristics affect the click
probability on related entities focusing on the click-through
rate of the query, the type of the entity, and the surrounding
context of the entity in the query. Then, we study the users,
investigate the impact of their demographics (age and gender)
on the observed click behavior, and attempt to characterize
sessions (e.g., in terms of duration) that lead to a successful
interaction with Spark (i.e., at least one click on a related
tility). We also distinguish between different navigation
patterns of users while interacting with Spark. Last, we
examine whether time has an effect on user behavior (i.e.,
in terms of the day of visit or time of visit) and report also
other interesting trends discovered.

4.1 Dataset, metric and scope

We collected a sample of 2M users focusing on their
activity on queries that trigger Spark to recommend related
entities. We only consider queries issued at least 100 times.

Spark aims to promote exploration. This means that
when a set of recommended entities are returned to the user,
a successful outcome is a click by the user on at least one of
them; the user is exploring. A key metric to measure this is

the Click-through rate (CTR), which is commonly used to evaluate
user satisfaction in search [1] or online advertising [29]. For a
given query, we define the search CTR (respectively the Spark
CTR) as the total number of clicks on a search (respectively
Spark) result returned as an answer to this query divided
by the total number of times that the query was issued
(respectively, triggered Spark). The latter is also referred
to as a view, and corresponds to the event that a particular
item has been displayed on the search page (an entity or a
document result). Likewise, a user can also be characterized
by a click-through rate observed over a time period given
the queries she has issued and her performed clicks.

Our analysis could include other metrics, such as click
dwell time, to differentiate for instance long versus short
clicks or time between consecutive clicks. We leave this for
future work, as, in this paper, we want to understand what
makes users click on the entities returned to them by Spark.
We therefore focus on CTR, as our metric to study user
exploration with Spark results.

We also restrict ourselves to sessions where Spark was
triggered to recommend entities for users to explore as part
of their search session. As discussed in the previous section,
not all queries submitted by users lead to entities returned
by Spark. Although it would be interesting to compare users’
“explorative behavior” when returned or not returned Spark
results, our focus is to gain an understanding on what makes
users explore the entities recommended to them by Spark,
and whether this can be predicted.

Finally, for confidentiality reasons we normalize all raw
CTR values via a linear transformation and report only
relative CTR values.

4.2 Query-based analysis

Consider a user issuing an entity query which leads to a
search result page like the one in Figure 1. We distinguish
between the following user actions: (1) the user clicks on
one or more search results situated in the central page panel
(search click on organic results), (2) the user clicks on one or
more related entities suggested by Spark on the right page
panel (Spark click), (3) the user does not click. We look at
these actions with respect to CTR, entity type and entity
category.

Search versus Spark CTR. We look into the relationship
between search and Spark click-through rate per query. The
results are plotted in Figure 2(a), where the CTR values
are plotted after eliminating outliers in the upper deciles
(i.e., points referring to less than 2% of the observations)
and normalizing the values by the remaining maximum one.
We can observe the following cases. First, queries having
a relatively low CTR for search results tend to also have
a low CTR for Spark results. Then, we identify a mutual
growth area where we find queries with relatively high search
and Spark CTR. Finally, queries with the highest search
CTR values tend to have the lowest values of Spark CTR.
Overall this indicates that queries with an average search
CTR (neither low nor high) are those for which the returned
Spark recommended entities are more likely to “attract” user
attention. However, as the plot depicts, the search CTR does
not directly indicate its Spark CTR value.

6Unless otherwise stated, we normalize by the maximum value
observed in each plot.
CTR across entity types. In Spark, each entity is associated with a type, such as “person”, “location” and “movie”. We focus on these types in this study since these are the most common ones. We study now how the click-through rate varies across these entity types. The results are reported in Figure 2(b). We note how some types of entities (persons, movies) are more prone to receive clicks than others (locations). This might be due to the fact that some entity types are intrinsically more likely to spur an explorative intent than others. All reported average values are significantly different (t-test, p < 0.001).

Effect of entity context on query. We study how the surrounding context of an entity in a submitted query affects the click behavior of users (see Figure 2(c)). The notion of context in an entity query was used in [35] to build a taxonomy of web search intents for entity queries. As an example, consider the query “jennifer aniston photo”, with the intent to discover pictures of Jennifer Aniston (i.e., the surrounding context is “photo”). In this case, Spark may be triggered recommending a set of related entities, as in the case of a query containing only the entity “jennifer aniston”. As we observe in Figure 2(c), the user who submits an entity query without any surrounding context is more likely to click on Spark results (denoted as “E only”). However, a user who submits an entity query with the surrounding context such as “news” or “photo” is less likely to click on a Spark result. This might be explained by the fact that users in the latter case are already looking for a specialized set of results within the context of that particular entity (i.e., the actress) and the odds of being willing to explore other related entities (i.e., other actors) are lower. The same holds for the context “news”; returning related entities when users are interested in reading about news does not seem to trigger an explorative behavior through Spark entities. Last, the context “movie”, aiming most probably to identify the entity of a query (e.g., “walk the line movie”), leads to a relatively higher CTR on Spark. All reported average values are significantly different (t-test, p < 0.001).

To conclude, queries with average CTR are more likely to have their Spark recommended entities clicked, the entity type (person versus location) affects whether the corresponding Spark recommended entities are clicked, and finally, queries associated with a genre (e.g., news) or media context (e.g., image) are less likely to have their Spark recommended entities clicked.

4.3 User-based analysis

We continue our analysis from the user’s perspective. First, we study whether the demographics of the users affect their click behavior on Spark and also explore whether specific characteristics of a user session such as its overall duration affect this behavior. In the former case, we consider only a subset of users who have disclosed this information (age and gender) as part of the registration process while obtaining an account with Yahoo.

Spark & search CTR by demographics. In Figure 3(a), we depict the average CTR values for search and Spark results across users of different ages. The plotted values are normalized by the maximum average value separately for search and Spark CTR values. As we observe, there is a different effect on search versus Spark click-through rate as the age increases. In case of Spark, users of a younger age tend to have a relatively higher CTR than the users of the other groups. The results for Search CTR are complementary to this; users from the older age groups tend to click more on search results. Figure 3(b) depicts the difference of the Spark and search CTR rates between male and female users. While for search no difference is observed, for Spark, male users tend to exhibit a higher CTR than female users.

Session duration effect. Figure 3(c) shows how the duration of a user session affects the average Spark CTR and the average search CTR of the corresponding session. Spark and search CTR values are normalized by their standard score and shifted by a constant value for visualization purposes. Shorter sessions have the higher search CTR; users come, find what they are looking for and leave. They are satisfied with the results. As the session length increases, search CTR diminishes, likely because users are trying various queries to find the information they are looking for. After a while, the CTR again increases slowly, which may suggest either a stubborn user, a complex information need, or users who are simply exploring.

The behavior is different for Spark CTR. The longer the session, the higher the CTR. This suggests that when a user clicks on a Spark result she is willing to explore the...
recommendation, and may continue to do so for a while. The fact that we observe a difference in the curves of search CTR and Spark CTR clearly shows that Spark is indeed returning results that entice users to explore; when users do so, they become more engaged as they interact with the Spark recommendations; it is not anymore about satisfying an information need, but satisfying curiosity. **User navigation patterns.** Finally, we studied how users interact with Spark in terms of navigation. We distinguish between *star* and *path* behavior where the former refers to the case where a user tends to click on many related entities for a given entity query (increasing *breadth*) and the latter refers to the case where a user tends to follow a path of related entities issuing different successive queries (increasing *depth*). Different example navigation patterns are shown in Table 2. An example of a star navigation pattern begins from the entity query “Barcelona” and continues with three different related entities, i.e., “La Sagrada Familia”, “Park Guell” and “Tibidabo”. An example of a path navigation pattern begins with the query entity “Catherine Zeta Jones”, continues with “Julia Roberts”, “Natalie Portman”, and finally ends with “Scarlett Johansson”.

The distribution of users’ navigation patterns according to their breadth and depth properties are summarized in Tables 3 and 4. We also include the separate distributions for entities of type person and type location. In general, there is a tendency towards a path navigation pattern from users in 13% of the cases compared to only 4% for star navigation patterns. This suggests that users, when returning to the initial search result page after clicking on a Spark result, are less likely to engage in further exploration. They were enticed to click, but now they are back to what they were doing, i.e., a search. On the other hand, when they continue clicking on further entities, they are engaged in exploration. This difference could help to classify whether users are ready to explore or are more focused on solving their information needs.

To conclude, demographics have some effect on CTR. However, in the context of gender, it is not clear if this comes from the type of queries triggering Spark (to return entities) or from the user gender itself. We return to age when we discuss trends. However, what is clear is that Spark results have the potential to lead users in explorative behavior; when they start engaging with Spark search results, it is more likely that the session is longer and the navigation deeper.

### 4.4 Day of the week effect

We now study whether Spark and search CTR varies for different days of the week or different times of the day. The results are shown in Figures 4(a) and 4(b). For both search and Spark, CTR is significantly higher on weekends (t-test, \( p < 0.001 \)). We recall here that our dataset only contains sessions where the query triggered Spark to recommend entities. Therefore, this indicates that the types of queries that triggered Spark are those more likely to lead to users interacting with the results over the weekend than weekdays. This is not surprising as the entities, and their relationships, covered by Spark (i.e., stored in Spark knowledge base) relate to persons, locations, movies and sports, many of which have an “entertainment” or “leisure” nature.

Moreover, the difference in CTR between weekdays and weekends is more accentuated with Spark CTR in the afternoon and at night. Users are more likely to click on Spark results during these parts of the day on weekends. For the morning, it is the inverse (a stronger difference is observed with Search CTR). Interestingly, both the Spark CTR and the search CTR do not increase significantly from weekdays and weekends in the evening (there is hardly any increase for Search CTR).
Overall, the “entertainment” or “leisure” nature of the queries that trigger Spark (e.g., actress, movie) results in users who are more likely to engage with the Spark results (and search results) when their entertainment and leisure activities are planned (a movie trip on the weekend) or happening (browsing the web in the evening). Weekday mornings seem to be a “no-go” for explorative search.

4.5 Other trends
We also looked at many other relationships, between demographics and types of queries (e.g., male users tend to have a higher CTR on sports-related entities), and report one particularly interesting and significant relationship. In Figure 4(c), we plot the age of the users against the age of the person entities that they click on. Values on y-axis are averages of the ages of the entities clicked by users of a specific age (x-axis). To eliminate outliers and potential noise, we only consider ages for which we have at least 100 observations. We observe that a strong correlation exists, clearly showing that users are enticed to explore people of a closer age to them (Pearson correlation is equal to 0.859 with \( p < 0.0001 \)). For instance, younger users tend to click less frequently on results returned to them about persons older than them. This suggests that users, when exploring old recommended entities, seem to choose people with which they can relate, because of their “comparable” ages. We also note the same pattern is observed across genders. If we include user ages with at least 10 observations (introducing potentially more noise), correlation drops to 0.62.

Returning to Figure 3(a), we saw that users of a younger age tend to have a relatively higher CTR than the users of the other groups. It would be interesting to see whether increasing the coverage of Spark, by including entities for which older users would relate, could increase their interaction with Spark (e.g., increasing the CTR on Spark results from older users).

### 4.6 Discussion
In this section we studied user behavior, with respect to user clicks on related entities suggested by Spark. Users submit a query to solve an information need. Spark results are not there to fulfill this need, but to entice users to explore entities that are related to their initial query. Our analysis clearly shows that Spark is able to promote this explorative behavior. Users are more inclined to navigate through the recommendations for certain types of queries, especially when no specific context is specified (such as “pictures”), with a higher CTR observed during weekends. When users decide to engage with a Spark recommendation, they often end up navigating through the recommendations, clearly engaging in explorative search. Contrary to standard search behavior, where a satisfactory experience is when users find the information they are looking for as soon as possible (the search sessions are short), users interacting with Spark entity recommendations seem to happily explore through these results, leading to longer sessions. Next, we look at how these insights can be used to build a model that can predict whether users will click on Spark results.

### 5. PREDICTION TASK
We studied the click behavior of users after issuing an entity query for which Spark recommends a set of related entities. Our analysis focused on CTR and how it is affected by the characteristics of the user, the session and the issued entity query. We now consider the problem of predicting whether a user will click or not on a related entity after issuing an query. We tackle this task by exploiting features, user- and query-based ones, inspired by our previous analysis.

#### 5.1 Experimental setup
**Dataset.** We use a sample of 100k users from Yahoo search logs, from which we collect their actions over a period of 6
<table>
<thead>
<tr>
<th>Feature</th>
<th>Description</th>
<th>Type</th>
</tr>
</thead>
<tbody>
<tr>
<td>Q1</td>
<td>Total views of entity query</td>
<td>Numeric</td>
</tr>
<tr>
<td>Q2</td>
<td>Total clicks on related entities of entity query</td>
<td>Numeric</td>
</tr>
<tr>
<td>Q3</td>
<td>Click-through rate of entity query on Spark</td>
<td>Numeric</td>
</tr>
<tr>
<td>Q4</td>
<td>Category of search and Spark click-through rate (low, medium, high)</td>
<td>Ordinal</td>
</tr>
<tr>
<td>Q5</td>
<td>Type of entity (e.g., person, location, movie)</td>
<td>Categorical</td>
</tr>
<tr>
<td>Q6</td>
<td>Whether any context surrounds the entity in query string</td>
<td>Binary</td>
</tr>
<tr>
<td>U1</td>
<td>Click-through rate of user on Spark</td>
<td>Numeric</td>
</tr>
<tr>
<td>U2</td>
<td>Previous user actions (h = 1, 2, 3)</td>
<td>Categorical</td>
</tr>
<tr>
<td>U3</td>
<td>Session length (short, medium, long)</td>
<td>Ordinal</td>
</tr>
</tbody>
</table>

Table 5: Feature sets (Q contains query-based features, U contains user-based features)

months. We only consider actions related to entity queries triggering Spark. To capture the notion of “new users” interacting with Spark for the first time, we only consider users that do not have any action related to Spark during a period of one month and then at some point perform a click on a related entity suggested by Spark. After identifying such users we consider all their succeeding actions. For this task we collect up to \( h = 4 \) succeeding interactions per user, aiming to exploit at most \( h = 3 \) succeeding interactions as indicators of the user’s future behavior and attempting to predict the last. An interaction consists of the query issued by the user and the action that followed (a click on a Spark result, a click on a search result, or no click at all). We consider two different samples of 100k users varying the number of required historical actions from 0 to exactly 3. In the first dataset, denoted as D1, we may include users without any or with up to 3 historical actions. In the second, denoted as D2, we only consider users for which 3 of their previous actions are known.

**Prediction task & method.** Given a user, her previous interactions, and an issued entity query, we want to predict whether the user will interact with the Spark module or not. Since our focus is on predicting Spark interactions, we consider this as the “positive event” and any other interaction is considered as the “negative event” (e.g., a click only on organic search results). We do not distinguish between a single click on a related entity or multiple clicks and consider an interaction leading to at least one click as a positive instance. We focus only on interactions concerning entity queries triggering Spark and ignore any other activity of the user. We make use of logistic regression [23] for learning and perform 5-fold cross-validation averaging all reported metrics.

**Evaluation metrics.** For performance evaluation we use the metrics of precision or positive predictive value (i.e., the ratio of correct positive predictions, denoted as \( PPV \)), negative predictive value (i.e., the ratio of correct negative predictions, denoted as \( NPV \)), recall or sensitivity (i.e., the ratio of positive observations correctly predicted, denoted as \( REC \)), specificity (or else recall for negative labeled instances, denoted as \( SPEC \)), accuracy (denoted as \( ACC \)) and area under the curve (\( AUC \)) of a ROC curve. Since our dataset is unbalanced, we use the metric of macro-averaged accuracy \( ACC = PPV \cdot 0.5 + NPV \cdot 0.5 \) allowing us to give equal weight to the prediction ability of our method for each class.

### 5.2 Features

The set of features used for our prediction task is listed in Table 5. Recall that given a user issuing an entity query we want to predict whether the user will click or not on the Spark module (positive vs. negative class). We categorize our features into two sets, query-based (\( Q_1 \) – \( Q_6 \)) and user-based (\( U_1 \) – \( U_3 \)). The set \( Q \) of query-based features includes two groups of features related to the issued query. The first group contains query-specific historical features such total number of views (how many times the query has been issued), number of clicks and CTR. These are standard features used in many search-related prediction tasks. The second group includes the query type and the context, as these were shown to have an effect on CTR in Section 4.2. The set \( U \) contains features related to the user and includes her past behavior with respect to the Spark module such as her past click-through rate, and previous interaction when returned Spark results. \( U \) also includes the current session length (feature \( U_3 \)), which, as discussed in Section 4.3, is a good indicator of users being in “explorative mood”. \( U_3 \) captures the length of the session up to the time of the action of the user which we aim to predict (inspired by Figure 3(c)).

Besides Spark CTR (see feature \( Q_3 \)), we also consider a more coarse-grained representation (see feature \( Q_4 \)). We assign both the search and the Spark click-through rate of the query into three bins (low, medium, and high) according to the distribution of their values. This is based also on Figure 2(a), where we saw that queries with an average search CTR (neither low nor high) are those for which the returned Spark recommended entities are more likely to get clicked. As such, each entity query can be characterized by two CTR classes, e.g., a medium Spark CTR and a high Search CTR. These classes are then exploited to characterize the previous actions of the users (see feature \( U_2 \) in Table 5).

In total, we can distinguish between 18 types of actions (i.e., \( 3^*3^*2 \), where Spark/search CTR have 3 different labelings each and there are two possible user events, a click on Spark or not). The intuition behind this is to be able to differentiate between a user who clicks on a related entity after issuing a query with a high click-through rate on Spark and the user who clicks on Spark when the click-through rate of the query is low. A user who is likely to click on Spark more often than the average user can be considered a more engaged user and we aim to capture such cases.

### 5.3 Results

The results for the different sets of features (\( Q, U, \) and \( Q+U \)) are summarized in Table 6. We include the performance results for D1, where the minimum number of previous available actions per user is 0 (\( h \geq 0 \)), and for D2, where exactly 3 actions are available for each user (\( h = 3 \)).

**Overall performance per feature set (D1).** In dataset D1, the user-based features \( (U) \) achieve a higher performance, increasing both in terms of precision and recall, compared to the query-based features \( (Q) \). Precision is 19.1% higher when we use the user-based features against the query-based ones.
The recall achieved by $Q$ only is extremely low (<1%) exhibiting the difficulty of predicting the positive instances when no user-based information is available. Exploiting user-based features leads to an increase of 39%. In general, predicting negative instances is an easier task and as such the query-based approach performs relatively well (80% NPV for $Q$ vs. 87.5% NPV for $U$). The macro-averaged accuracy metric is relatively high, around 79% for $U$ and $Q+U$ features sets, while it drops to 66% for the case of $Q$. Exploiting both user-based and query-based features ($Q+U$) does not yield any additional gains in terms of performance, exhibiting a similar performance as when only features of $U$ are used. We report, although we do not include the separate measurements, that the individual contribution of the historical features $U3$ with respect to the other user-based features ($U1$ and $U2$), is around 18% improvement in PPV and 5% improvement in NPV. This suggests that session length is a good indicator of whether users will click or not on Spark.

**Table 6: Results for different sets of features ($Q$, $U$, $Q+U$) and datasets D1, D2 (minimum actions $h \geq 0$ and $h = 3$)**

<table>
<thead>
<tr>
<th>Feature set</th>
<th>Dataset</th>
<th>PPV</th>
<th>NPV</th>
<th>REC</th>
<th>SPEC</th>
<th>ACC</th>
<th>AUC</th>
</tr>
</thead>
<tbody>
<tr>
<td>$Q$</td>
<td>D1</td>
<td>0.512</td>
<td>0.809</td>
<td>0.664</td>
<td>0.987</td>
<td>0.660</td>
<td>0.695</td>
</tr>
<tr>
<td>$U$</td>
<td>D1</td>
<td>0.703</td>
<td>0.875</td>
<td>0.445</td>
<td>0.954</td>
<td>0.789</td>
<td>0.803</td>
</tr>
<tr>
<td>$Q+U$</td>
<td>D1</td>
<td>0.707</td>
<td>0.875</td>
<td>0.447</td>
<td>0.954</td>
<td>0.794</td>
<td>0.811</td>
</tr>
<tr>
<td>$Q$</td>
<td>D2</td>
<td>0.616</td>
<td>0.799</td>
<td>0.512</td>
<td>0.858</td>
<td>0.701</td>
<td>0.783</td>
</tr>
<tr>
<td>$U$</td>
<td>D2</td>
<td>0.701</td>
<td>0.874</td>
<td>0.719</td>
<td>0.864</td>
<td>0.787</td>
<td>0.856</td>
</tr>
<tr>
<td>$Q+U$</td>
<td>D2</td>
<td>0.704</td>
<td>0.875</td>
<td>0.722</td>
<td>0.865</td>
<td>0.789</td>
<td>0.862</td>
</tr>
</tbody>
</table>

The AUC curves for features $U2$ and $Q1,Q3,Q4,Q5$ are shown in Figure 5(a) and 5(b), respectively.

**Effect of individual features ($Q$).** We also dig further into the effect of specific features in $Q$, specifically Spark CTR ($Q3$), Spark views ($Q1$), query CTR category ($Q4$) and query type ($Q5$). The results are shown in Figure 5(b).

**Effect of individual features ($U$).** To quantify the effect of the inclusion of user’s previous actions as indicators of their future behavior we plot the corresponding AUC curves for $i = 1$, $i = 2$, and $i = 3$, where $i = 1$ refers to the first available action of the user, $i = 2$ refers to the next, and $i = 3$ refers to the most recent action of the user. Each line in Figure 5(a) shows the AUC performance when each of these actions is used as a single feature for prediction. A larger area under the ROC curve corresponds to a better performance. We also include the AUC curve when all actions are included ($i = 1, 2, 3$). We can observe that the more recent an action is ($AUC_{i=1} = 0.690$, $AUC_{i=2} = 0.719$, and $AUC_{i=3} = 0.761$), the more accurate the prediction. This suggests that users who are more recently engaged with the Spark module are more likely to continue engaging with it. In other words, users who have clicked on Spark are easier to be enticed to explore its recommended entities when triggered. Alternatively, this may be related to the relatively frequent path navigation patterns observed by the users (see Table 4).

**Demographics.** We also experimented with demographic features (gender and age). The addition of these features did not add any significant improvement and as such we do not include them in our analysis. This was particularly surprising as we observed an effect of age in CTR. Note that in other contexts, such as in the case of predicting click-through rate for sponsored ads [7], demographics have been proven to be important indicators. The extent to which the fact that demographics do not help in the prediction task is caused by the coverage of Spark knowledge base should be investigated.
5.4 Discussion

We developed features based on the characteristics of queries and users that reflect the click behavior on related entities recommended by Spark given a query and a user who issues that query. These features were inspired by our analysis of CTR reported in Section 4. Using logistic regression, our results demonstrate that user-based features improve significantly the accuracy for the prediction task compared to using only query-based features. The main contribution for this improvement originates from the historical information on past user click behavior. We also demonstrate that the most significant action is the most recent one. Session length can help in the prediction, indicating that users who spend time on the search application may be in “explorative mood” and are more likely to interact with entities recommended to them by the Spark engine. However, in all cases, recall is relatively low showing that overall the particulars under which a user will engage with the Spark module and a recommended entity are diverse and cannot be captured easily. In all cases, predicting the negative instances is a relatively easier task than predicting the positive ones.

6. CONCLUSIONS

Many entity search systems have been proposed and evaluated through several evaluation initiatives in which the focus was on whether the proposed approaches were effective in returning the most relevant entities given a query. In this paper we also focus on evaluation, but with two main differences. First, we study which relationships promote explorative search exploiting the Spark system, which has been deployed large-scale as part of Yahoo Search, as a use case. Given a query submitted to Yahoo search engine, Spark displays related entity suggestions exploiting Yahoo knowledge graph. Secondly, we perform a large-scale evaluation of Spark, with real information needs that then translate into queries by actual users of Yahoo Search. Our focus is on the queries that trigger Spark to recommend entities.

Analyzing a sample of 2M users, we studied how users interact with results returned by Spark, in terms of submitted queries, user demographics, investigating also the interplay between typical search results and Spark recommendations. We looked at how users behave when presented search results, here entities. This resulted in a very different picture compared to studying user behavior when users were presented search results that were served to “solve” their information need. Our results show that Spark is able to promote an explorative behavior. Often, when users decide to engage with a Spark recommendation they end up navigating through the recommendations engaging in explorative search as our introductory example suggests, where users navigated from “Selena Gomez” to “Marlon Brando”. Among other findings, we show that longer sessions result in a higher explorative accuracy compared to using only query-based features. The main contribution for this improvement originates from the historical information on past user behavior related to their interaction with Spark results. We also demonstrated that the most significant feature, for predicting of a future click, is the most recent interaction. However, recall is relatively low showing that the specifics under which a user will interact with Spark are diverse and cannot be easily captured easily.

Future work. In this work, we focused on the interplay between search results and Spark recommended entities. Given the content-rich result pages of modern search engines, users will interact with other components of the page like its ads and other results such as images and so on. All these compete for user attention and it will be important to situate the explorative search experience promoted by such systems like Spark within the full search context, and not only with respect to the standard search results, as done in this paper. Also, Spark returns entities from a regularly updated KB. However, we do not study the effect of the coverage, i.e., which entities and relationships are stored in the KB. Future work will look into this issue and into the impact of displaying a more diverse or a larger set of entities to the user and how these elements impact their explorative behavior. Finally, our work focused on queries for which Spark returned entities as recommendations for users to explore. It will be important to study how doing so promotes exploration, compared to not returning any such recommendations.
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