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ABSTRACT: When we randomly perturb the scores produced by an ad-hoc retrieval model we
observe performance improvements for several measures and collections with unexpectedly high
probability. Many of these improvements are relatively large, and statistically significant using
today’s standard information retrieval validation methodology. These results stress the need for a
standard and reliable methodology suitable for IR experimentation and model comparison.
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1. Introduction

In information retrieval (IR) it is customary to invent new features in order to enhance docu-
ment ranking. Typically, these features are incorporated into a retrieval model and performance is
optimized over a collection at hand. The objective is to find an improvement over a baseline model,
measured using standard metrics (such as mean average precision); since the retrieval problem is
very hard, small relative improvements (<5%) in performance are considered interesting (and pub-
lishable). However, in practice it is sometimes the case that fixing a bug or changing slightly some
pre-processing step over the data produces this sort of improvement. We were interested in deter-
mining how likely it is that pure random effects may lead to significant improvements. Results were
sufficiently surprising to merit discussion and publication in our opinion.

We tried to construct the simplest possible model of score perturbation. We did this by adding a
small random value to each score that the baseline model produces. Formally:

s′(q, d) = s(q, d) + λxd

where q and d denote a query and document respectively, s(q, d) and s′(q, d) are the scores assigned
by the baseline and perturbed models respectively, xd is a uniformly distributed random variable
between 0 and 1 (assigned to each document in the collection), and λ is a small constant that can be
used to adjust the effect of the random perturbation in the final score. If λ is 0 then the perturbed
model is identical to the baseline model, and we therefore obtain the same performance. If λ is very
large then the perturbed model yields random scores and one would expect that its performance is
much worse than the baseline.

We note that under this model each document d gets its own perturbation value xd independently
of the query. In other words, for a given collection D = (d1, ..., d|D|) we generate a perturbation
vector X = (x1, ..., x|D|). In this sense these perturbations acts as a document features associated
to each document.

As a first experiment, we investigate how retrieval performance is affected by such a simple
perturbation model. We proceed as follows. First, we generate a perturbation vector for the col-
lection. Then we compute, for each query and each document, the baseline score s(q, d) and (for
the highest ranking 5000 documents for each query) the perturbed score s′(q, d). This allows us to
compute the average performance of the baseline system and the perturbed system for a given set
of perturbations X and a given λ (pseudo-code for all these operations is shown in Figure 2 (left
column) of Annex I).

We refer to a perturbation run to this entire process starting with the generation of perturbations
and ending with a performance value for the baseline and the perturbed model. When this process
is repeated many times the perturbed performance will vary due to the random factor, whereas the
baseline performance obtained will always be the same.

This variation is illustrated in Figure 1, where the x-axis plots the performance distribution
for the perturbation runs in terms of MAP (top row) and P@10 (middle row) and MRR (bottom
row) with respect to increasing values of λ, when using ten samples (left column) and two hundred
samples (right column). Note that the baseline model is the one that has λ = 0. In this case, the
baseline model used is BM25 with parameters (b = 0.75, k1 = 1.2)[4].
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Figure 1: MAP, P@10 and MRR (top, middle and bottom rows respectively)
performance distribution of the perturbed model using 10 samples (left column)
and 200 samples (right column) for different values of λ.3
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Surprisingly, in this particular collection, we observe that a large number or runs obtain a per-
formance that is much higher than the baseline for some small values of λ, even with as little as ten
random runs. This was quite surprising to us. That is, by randomly moving scores slightly up and
down we seem to be improving performance quite often and dramatically. Of course, for many runs
performance also decreases.

To summarize, we have observed how large improvements in performance can be obtained by
a simple random perturbation of the scores. This is not a positive result, since we are not able
to predict if random perturbations will improve or degrade performance. On the contrary, it is
a negative result: whenever we invent a new feature or model and observe an improvement in
performance with respect to a baseline, we must be careful to eliminate the possibility that the gains
are just due to some random effect. In the remaining of this paper we pursue this analysis a little
further.

Experimental Settings Table 3 contains a description of 16 TREC collections that we employed
all through this paper, which they span 14 years of evaluation campaigns. They comprise different
domains (blogs, news, general Web, etc) and they differ in size and age. All through the paper we
will use the TREC5 and TREC9 as working examples, even though in Annex 1 we report on all 16
collections. We report our findings using MAP, P@10 and MRR since these are the most widely
used measures. We experiment with two types of topics: SHORT (using the TITLE field of TREC
topics) and LONG (using the TITLE and DESCRIPTION fields).

We employed Terrier for retrieval [2] and in all the runs we remove stop-words using the default
list provided by the system and process the terms using Porter’s stemmer algorithm. All baseline
runs are generated using the BM25 scoring model [4]. This model has two tunable parameters
(namely b and k1) but it has become commonplace in the community to accept b = 0.75 and k1 =
1.2 as default, assuming that the configuration would be stable across collections. Indeed in many
publications these default parameters are considered a valid and strong baseline for comparison;
however performance can be significantly improved by tuning the b parameter. For this reason we
will report results with respect to this baseline and with respect to the best possible baseline obtained
by tuning b to obtain the highest MAP on each collection (i.e. over-fitting b to the collection)1.

2. Tuning Noise

In the previous section we observed the effect of perturbations on performance, for different val-
ues of λ. In practice, parameters introduced into retrieval models are optimized, and typically only
the best performance obtained is reported. If no gains are observed, research goes on: the model is
further re-though and modified, and tuning is repeated. This cycle is repeated many times (dozens?
hundreds?) until sufficient improvements are observed. The process of repeated experimentation
and validation is central to scientific research, and it has allowed fields such as IR to improve the
performance of crude models with highly sophisticated ones. However, as we saw in the previous

1Tuning k1 does not seem to provide major improvements in performance, see
http://barcelona.research.yahoo.net/dokuwiki/doku.php?id=baseline
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TREC 5
Baseline MAP Best Pert. MRR Best Pert. P10 Best Pert.
Best Over-fitted Run
Default 0.1373 +5.0983% 0.3805 +25.4402%* 0.2240 +15.1785%*
Tuned 0.1737 +4.0299% 0.5558 +13.9978%* 0.3280 +7.3170%*
Best Cross-validated Run
Default 0.1373 +4.6613% 0.3805 +22.9434%* 0.2240 +8.0357%*
Tuned 0.1501 +.5996% 0.4293 +6.2893% 0.2420 +4.1322%

TREC 9
Baseline MAP Best Pert. MRR Best Pert. P10 Best Pert.
Best Over-fitted Run
Default 0.2296 +2.7003% 0.6409 +12.4824%* 0.3080 +9.0909%*
Tuned 0.2546 +3.1029%* 0.6457 +10.2214%* 0.3280 +7.9268%*
Best Cross-validated Run
Default 0.2546 +1.3747% 0.6457 +7.5576% 0.3280 +7.3170%
Tuned 0.2296 +1.3937% 0.6409 +9.3774%* 0.3080 +7.7922%

Table 1: MAP, MRR and P@10 of the BM25 baseline model (with Default or
Tuned parameters), and relative improvement of the best (Over-fitted or Cross-
validated) of 200 random perturbations of the baseline scores. Results here are
for the TREC 5 and 9 (Long Queries) ad-hoc task; result for other collections
are presented in Appendix I.

section, as one tries more and more things, the probability of observing gains due to a random factor
increases. This is precisely what we investigate in this section.

For a given collection D with perturbation values X and a given set of queries Q with judge-
ments, we can test different values of λ to find the one with highest performance2. We call this the
best over-fitted λ, since we are using the same query set to select λ and to report its performance.
If we re-generate a perturbation vector X we can repeat the process, obtaining a different optimum
value of λ and different performance. Like a researcher looking for a new feature or model, every
time we generate X we can optimize for λ and see if we beat the baseline. (Note that in the worse
case the optimization procedure will return λ=0 which is equivalent to the baseline; in this sense the
optimization procedure can only increase the baseline performance.)

Given that our features are random, we would expect that this improvement is negligible and
rare, and that very many thousands of experiments are needed to find a lucky candidate. However,
Figure 1 hints otherwise: we are likely to find many good values of λ yielding excellent performance
even after a few dozen runs.

In Table 1 (Best Over-fitted Run) we present the best of 200 runs optimizing performance in the
2This can be done for example using exhaustive search over a set of λ values such as (0, 0.1, 0.2, ..., 5), as shown in

the overfit_lambda function in Figure 2. The problem with this approach is that it is hard to choose the correct
interval and step size, and may require many trials. Instead we used the greedy line-search algorithm described in [3].
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manner described above for the ad-hoc Long Queries tasks of TREC5 and TREC9 (pseudo-code
for the experiment is given in Figure 2 (right column) of in Annex I; a more detailed description
of the collections used, as well as results for many other collections are presented in Figure 4).
We show the MAP, MRR and P@10 of the BM25 baseline model with default and with tuned
parameters, and next to this we show the relative improvement obtained by the best perturbed model.
Statistical testing symbol * indicates that the difference in performance was found significant using a
Wilcoxon signed-rank test (one-sided, α = 0.05) (refer to Section 4 for a more thorough discussion
on statistical testing).

For example, adding the random perturbation and over-fitting λ over default BM25 in the
TREC5 collection, yields some remarkable results (the same result holds for both long and short
queries). Using the perturbed scores, MAP increases up to a relative 5%, P@10 up to 13% and
MRR up to 29%! This type of improvements is much larger than typical improvements reported in
literature.

In general, Tables 4 shows that with a relatively small number of trials, it is possible to obtain
significant (and even statistically significant) improvements over a baseline. This holds for the three
performance measures reported (MAP, MRR and P@10), for default and tuned baselines, for short
and long queries, and for many different types of collections (small and large, news-wire and blogs,
etc. see Annex I) with different numbers of queries (from 50 to 250). As a broad comment, it seems
to be more difficult to improve over the tuned baseline, although this is not always the case (see
TREC9 for instance). There is little distinction between long and short queries if the baseline is
tuned; however, longer queries are more prone to improve due to random perturbations using the
default setting.

In our case we know that all these improvements are due to pure random perturbations and
therefore they are meaningless. However, this tells us that we must be extremely careful when we
evaluate new features or algorithms, since purely random effects can yield such apparently high
relative improvements.

There are at least two ways in which we are not being careful in these experiments. First, we
must establish the statistical significance of improvements, and second we must protect ourselves
from the over-fitted λ bias.

3. Cross Validation

One possible critique to our method is that we over-fit the λ parameter; in other words: we
optimize this parameter on the same query set that we report the performance, and therefore we
may be observing unfairly optimistic results. This can be remedied with cross-validation, which is
actually a rare practice in IR, partly due to the fact that over-fitting with very few parameters is rare,
and partly due to laziness and the extra computational time involved in cross-validation. We were
interested in ascertaining how much protection from random improvements did cross-validation
offer in practice, for our setting. Therefore, we set up the experiment described as follows.

A 2-fold cross-validation run is performed by optimizing λ on one half of the queries and per-
formance is evaluated on the other half. The halves are then swapped and λ is optimized again
(see best_crossval() in Figure 2). Average performance is obtained by averaging all the query

6
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Long queries
MAP MRR P@10

Collection W1 W2 T1 T2 S1 S2 W1 W2 T1 T2 S1 S2 W1 W2 T1 T2 S1 S2
Default baseline

TREC5 n n n n n n y y y y y y n y n y n n
TREC9 n n n n n n y y y y n n y y y y y y

Over-fitted baseline
TREC5 n n n n n n y y n n y y y y y y y y
TREC9 n y n y n n n y y y n n n y n y y y

Table 2: Statistical Significance (y) or not (n) of the over-fitted runs in Table
1 for Wilcoxon-signed rank test (W), t-test (T), and sign test (S), one (1) and
two-sided (2) .

performances obtained. This procedure gives us a less biased estimate of the true performance of
our model. Like in the case of over-fitted performance, this procedure can be repeated every time
that we generate perturbation values X . As before we repeated this procedure 200 times and report
the best model obtained.

Table 1 presents the results for TREC 5 and 9 (long queries); for many other collections refer
to Annex I. Indeed, we observe that cross-validation did not help much in order to eliminate the
improvements of the random perturbation.

4. Statistical Testing

Another pitfall when comparing two mean performance measures is that their relative difference
may not be statistically significant. Testing for statistical significance is difficult in practice, because
there are many available tests each one relying on different assumptions about the data, none of
which hold true in practice. Furthermore statistical testing does not give a binary answer; instead it
tells us the probability or accepting or rejecting the null hypothesis at a given significance level α.

Typical practice in IR is to use the t-test, the Wilcoxon signed rank test and the sign test [1]
over the query performances of a baseline model and a candidate model. The resulting test statistic
can be used to compute a P-value (for a one-sided test); when the P-value is lower than α the null
hypothesis can be rejected

In Table 2 we report results of statistical testing of the improvements that we reported in the
previous section (Table 1, Best Over-fitted Run, Default Baseline) with Wilcoxon (W), t-test (T)
and sign test (S) for one-sided (1) and two-sided (2) tests with α = 0.05 (tests for many other
collections are reported in Table 6 of Annex I). In the case of 1-sided tests, a y indicates that the
perturbed performance was statistically significantly better that the baseline. In the case of a 2-sided
test, it indicates that one model is better than the other one, without specifying which (it does not
follow that the model with the highest average is the best one). It follows that 2-sided tests should be
avoided altogether as the null hypothesis is not what we are interested in testing and its results can

7
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be totally misleading3. Unfortunately, there still are many works that do not specify which flavor of
the statistical test they are using and thus we report on both variants here.

Looking at table 2 we see all the tests indicate no statistical significance for MAP; however
all the tests indicate statistical significance for at least one collection and one measure. One-sided
(being more strict) does not find significance more often than two-sided; however, the three one-
sided tests indicate that some of the improvements are significant. For example, for TREC5 only
the sign-test for P@10 (one or two-sided) indicates that there is no statistical significance; but this
same measure leads to statistical significance on TREC9.

These results hold when we look at statistical tests for many other collections (in Table 6 of Ap-
pendix I). Practically all test for all collections find no significant improvements in MAP, although
there are four collections for which significant improvements are found in MAP, and all three tests
find one-sided significant improvements for at least one collection! Furthermore note that in this
table we only report statistical significance for the best run (the same one for which we report per-
formance in Table 1), but there may be other runs with less performance but with better statistically
significance (for example, we found runs that pass the three tests with respect to MAP).

There is a simple explanation as to why we appear to be obtaining significant improvements
with a random feature: we we have performed multiple experiments (in our case 200 for each λ
value) and testing as if we had performed only a single experiment with the winning λ. In statistical
testing this is called a multiple comparisons setting, and one can adjust for it by dividing the P value
by the number of experiments carried out. In our case this would reduce the P value by orders of
magnitude, eliminating hopes of statistical significance. However in empirical IR evaluations no
one ever uses the multiple comparisons setting. It is not even clear for us how this may be done in
practice, since experimentation is often iterative and incremental. Nevertheless our results clearly
show that we should be worried about this effect even with small experiments comparing dozens of
models. It remains an open question how to protect against it in practice.

To summarize, for all collections and all performance measures we have found some randomly
perturbed runs that pass all the significance tests that are common practice today in IR.

5. Conclusions

Under current standard IR methodology, and after a relatively small number of experiments
(200), we could show large statistically significant improvements over a number of collections and
measures using a random feature. One can argue that a thorough statistical testing of our results
would have required adjusting the significance levels to take into account the multiple comparisons
setting (where many attempts are run and only the best selected), and we agree with this, but we note
that this has never been done in the IR literature before, and in fact it is not obvious how one would
do it in an incremental setting where new models and features are constantly being developed.

Of the three measures tested, MAP proved to be much more robust than MRR and P@10 in all
settings. This validates the well known fact that MAP is more stable as a measure, and that MRR

3Sometimes a random perturbation improves the average performance but it decreases the median performance, so
the average is not a valid indicator of which model produces higher values if we run a 2-sided test

8



Yahoo! Labs Technical Report No. YL-2011-001

Name Collection Topics TREC Year
TREC3 Disks 1&2 151-200 1994
TREC4 Disks 1&2 201-250 1995
TREC5 Disks 2&4 251-300 1996
TREC6 Disks 4&5 301-350 1997
TREC7 Disks 4&5 351-400 1998

TREC8A Disks 4&5 401-450 1999
TREC8B WT2G 401-450 1999
TREC9 WT10G 451-500 2000
WT10g WT10G 451-550 200-2001

ROBUST04 Disks 4&5 301-450 + 601-700 2004
TERA04 GOV2 701-750 2004
TERA05 GOV2 701-800 2005
TERA06 GOV2 701-850 2006

BLOGS06 Blogs06 851-900 2006
BLOGS07 Blogs06 901-950 2007

BLOGS0607 Blogs06 851-950 2006+2007

Table 3: Description of TREC Collections and topic sets used.

and P@10 are somewhat dangerous as random perturbations at the top of some queries may lead
to apparently large and significant improvements. This is specially important since many recent IR
tasks evaluate only top results, and are therefore prone to this type of perturbation.
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function generate_perturbations()
Input: n
Output: X =< x1, ..., xn >
for i = 1 : n

xi ← X
endfor

function baseline_scoring()
Input: D =< d1, ..., dn >, q
Output: Dq

for i = 1 : n
si ← BASELINE(di, q)

endfor
Dq ←< (d1, s1), ..., (dn, sn) >
Dq ← SCORESORT (Dq, 5000)

function perturbed_scoring()
Input Dq, X, λ
Output Dq

n← |Dq|
for j = 1 : n

s′
j ← sj + λ ·Xdj

endfor
Dq ←< (d1, s

′
1), ..., (dn, s′

n) >
Dq ← SCORESORT (Dq)

function performance()
Input D,X, λ, Q =< q1, ..., qm >
Output b, p
foreach q ∈ Q

Dq ← baseline_scoring(D, q)
D′

q ← perturbed_scoring(Dq, X, λ)
pq ← PERFORMANCE(Dq)
p′

q ← PERFORMANCE(D′
q)

endfor
b← AV ERAGE(p1...pm)
p← AV ERAGE(p′

1...p
′
m)

function overfit_lambda()3
Input:D,X,Q
Output: bestL
bestP ← 0
bestL← 0
for λ ∈ (λ1,..., λk)

(b, p)← performance(D,X, λ, Q)
if (p > bestP )

bestP ← p
bestL← λ

end if
end for

function best_overfit()
Input:D,Q,L = (λ1,..., λk)
Output: bestP
bestP ← 0
for e = 1 : 200

X ←generate_perturbations(|D|)
l← overfit_lambda(D,X,Q)
(b, p)← performance(D,X, λ, Q)
if (p > bestP ) bestP ← p

end for

function best_crossval()
Input:D,Q,L = (λ1,..., λk)
Output: bestP
Q1 ← {q1, ..., q|Q|/2}
Q2 ← {q|Q|/2+1, ..., d|Q|}
bestP ← 0
for e = 1 : 200

X ← generate_perturbations(|D|)
l1 ← overfit_lambda(D,X,Q1)
l2 ← overfit_lambda(D,X,Q2)
(b, p1)←performance(D,X, l2, Q1)
(b, p2)←performance(D,X, l1, Q2)
p← 1

2(p1 + p2)
if (p > bestP ) bestP ← p

end for

Figure 2: Experiments Pseudo-code. SCORESORT returns the 5000 highest
scoring documents sorted by decreasing score. BASELINE calls a baseline
document scoring function, BM25 in our case. PERFORMANCE calls a stan-
dard IR retrieval performance function, in our case MAP, MRR and P@10 (we
assume that the necessary query-document judgments are available to the func-
tion).
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