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1 Introduction

Answer Set Programming (ASP) [1, 2], a purely declarative programming paradigm based on nonmonotonic reasoning and logic programming. The high expressive power of ASP has been profitably exploited for developing advanced applications belonging to several fields, from Artificial Intelligence [3–7] to Information Integration [8], and Knowledge Management [9]. Interestingly, these applications of ASP recently have stimulated some interest also in industry [10].

The idea of answer set programming is to represent a given computational problem by a logic program the answer sets of which correspond to solutions, and then, use an answer set solver to find such solutions [2]. The main construct of the language of ASP is the logic rule.¹ ASP rules allow (in general) both disjunction in the head and nonmonotonic negation in the body. Importantly, ASP is declarative, and the ASP encoding of a variety of problems is very concise, simple, and elegant [3, 9, 13, 7].

As an example, consider the well-known 3-colorability problem. Given a graph $G = (V, E)$, assign each node one of three colors (say, red, green, or blue) such that adjacent nodes always have distinct colors. First of all, we represent $G$ by introducing suitable facts: $\text{vertex}(v)$, $\forall v \in V$, and $\text{edge}(v_1, v_2)$. $\forall (v_1, v_2) \in E$; then, an ASP program solving the 3-colorability problem is the following:

$$
\begin{align*}
(r_1) & \quad \text{col}(X, \text{red}) \lor \text{col}(X, \text{green}) \lor \text{col}(X, \text{blue}) \quad \text{:- vertex}(X). \\
(r_2) & \quad \text{:- edge}(X, Y), \text{col}(X, C), \text{col}(Y, C).
\end{align*}
$$

The “:-” symbol can be read as “if”, thus rule $r_1$ expresses that each node must either be colored red, green, or blue; due to minimality of answer sets, a node cannot be assigned more than one color. Rule $r_2$ acts as an integrity constraint and disallows situations in which two vertices connected by an edge are associated with the same color. Intuitively, an empty head is false, thus rule $r_2$ has the effect of discarding models in which the conjunction is true.

The computation of an ASP program is a two step process; the first step of evaluation is called instantiation and amounts to computing a program $P'$ semantically equivalent to $P$, but not containing any variable; after, $P'$ is evaluated by using propositional backtracking search techniques.

The instantiation of ASP program is a crucial task for efficiency, and is particularly relevant when huge input data has to be dealt with. In this scenario, significant perfor-

¹ For introductory material on ASP, we refer to [2, 11, 9, 12].
mance improvements can be obtained by exploiting modern multi-core/multi-processor SMP machines, featuring several CPU in the same case.

In this paper, we report on the implementation of DLV\textsuperscript{par}\textsubscript{Gr}, a parallel instantiator based on the state of the art ASP system DLV [14]. The resulting instantiator features three levels of parallelism [15, 16], as well as load-balancing and granularity control heuristics, which allows for effectively exploiting the processing power offered by modern multi-core/multi-processor SMP machines. The result of an experimental analysis, which was carried out on publicly-available benchmarks already exploited for evaluating the performance of instantiation systems, are also reported.

2 Parallelization Techniques and Implementation Issues

In this Section we briefly present the main new features of DLV\textsuperscript{par}\textsubscript{Gr} and, then, we enlighten some pragmatically-relevant issues regarding its implementation.

**System Features.** The system enjoys a three level parallel instantiation technique, enhanced with granularity control and load balancing heuristics. More in detail, the first level of parallelism allows for instantiating in parallel independent subprograms of the program in input \( P \). The division of \( P \) is performed accordingly to the Dependency Graph, a graph that, intuitively, describes the dependencies among the predicates of \( P \).

Clearly, this level of parallelism is useful when the input program contains parts that are independent.

The second level of parallelism allows for evaluating in parallel rules within a given subprogram. Among these rules, we distinguish two different types, recursive and non recursive ones (also called exit rules). First, all exit rules are concurrently instantiated; then, all recursive rules are processed in parallel performing several iterations according to a seminaive schema[17]. The second level of parallelism is particular useful when the number of rules in the subprograms is large.

The third level, allows for the parallel evaluation of a single rule. In particular it allows for subdividing the extension of a body predicate and evaluating the “split” parts in parallel. This level is crucial for the parallelization of programs with few rules, where the first two levels are almost not applicable.

Clearly, it can happen that a rule is particulary easy to be instantiated; in this case, applying the third level of parallelism, can be useless, or in the worst case, it can even slow down the instantiation of the rule. To this aim, a granularity control heuristics has been defined, which is based on the dynamic evaluation of the “weight” of a rule \( r \); if the heuristic value is less than a given threshold, the level of parallelism is not applied. The “weight” is evaluated combining two estimations: (i) the size of the join of the body predicates of \( r \) (which should give an idea of the number of ground rules produced); and, (ii) an estimation of the number of comparison done for instantiating \( r \). The same heuristic values are exploited for defining a load balancing strategy which allows for keeping the size of each single split of the body predicate large enough, in order to not introduce delays, but also sufficiently small so that it is unlikely that one split requires an instantiation time significantly larger than the others. If a rule passes the granularity control, load balancing is applied: according to the computed heuristic values, the number of splits is determined for the given rule; if this number is larger than
a given threshold, a finer redistribution of the workload is performed in the very last part of the computation. A more detailed description of these techniques and heuristics can be found in [15, 16].

**Implementation issues.** The parallel instantiator $DLV_{Gr}^{par}$ enhances the instantiator module of DLV [14] by introducing the three levels of parallelism and the heuristics described in the previous section. The system architecture is based on the repeated application of the traditional producer and consumers paradigm. Each level of parallelism receives tasks from the previous level (but the first one which receives its tasks directly from the main application process), and dispenses tasks to the subsequent one. In multi-threaded applications, the minimization of both mutual exclusive parts of code and lock contentions delays is fundamental for efficiency; also, the number of threads used by the application should carefully managed, to both limit the costs of data structure initialization and avoid starvation problems. Our system makes use of a fixed number of threads. In particular, a certain number of threads is spawned at the beginning for each level of parallelism. Master threads (at each level) push tasks in the buffer of consumers. The dimension of the consumer’s task buffer is important. Indeed, if it is not sufficiently large, there could be delays due to lock contention between consumer and producers, and also delays due to the fact that a producer has to search for a consumer buffer which is still not full. Clearly if the task buffer is too large, there will be a waste of computational resources. The optimum value for this buffer size depends on the machine at hand and, thus, it can be provided as an input parameter.

As the instantiation process is carried out in parallel, there will be the production of ground rules simultaneously; this may introduce lock contention on the output stream. To this aim we introduced output buffers (one for each thread) to store ground rules; when a given number of ground rules has been produced the output buffers are flushed. Also in this case, the output buffers size can be set by the user as an input parameter to be adapted for optimizing performance on the machine at hand.

### 3 System usage and options

In this Section we describe the usage of the grounder $DLV_{Gr}^{par}$ and the available options. $DLV_{Gr}^{par}$ can be invoked as follows:

```bash
```

Beside the standard DLV options, $DLV_{Gr}^{par}$ introduces the ones that are relevant system parameters for optimizing the parallel instantiation process on the machine at hand. In more details:

(i) “-THC”, “-THR”, and “-THS” indicate the number of threads spawned for component parallelism, rule parallelism, and single rule parallelism, respectively. A rule of thumb for establishing these values is to keep the first two small and the third
significantly larger, but still at a reasonable rate (as too many threads may significantly slow down the computation). Default values are 8, 8, 256 suitable for a machine equipped with 8 cores.

(ii) “-FlushFactor” indicates to overall number of ground rules that can be stored in output buffers before printing them on standard output. The optimal value mostly depends on the number of processors available, default value is 100.

(iii) “-TaskBufferSize” is the maximum number of tasks that may be scheduled for the component, rule, and single rule level of parallelism at the same time. Default value is 8.

(iv) “-SequentialJoinThreshold” and “-SequentialMatchThreshold” are meant to tune the granularity control heuristics; the two values specify the thresholds used in the granularity control heuristic. Default values are respectively 100 and 10000.

(v) “-redistributionThreshold” is meant to tune the redistribution heuristics; the value specifies the number of tasks of single rule parallelism that may be scheduled for instantiating a rule, before applying the redistribution heuristics. Default value is 8.


4 Experimental analysis

We carried out an experimental analysis to assess the performance of the instantiator. We considered some well-known combinatorial problems which have been already used for assessing ASP instantiator performance [14, 3, 7], namely N-Queens, Ramsey Number, Golomb Ruler, Max Clique and 3Colorability.\(^2\) Note that these benchmarks are particulary difficult to parallelize because of the compactness of their encodings (a common property of ASP programs due to the declarative nature of the language). About intances, we considered five instance of increasing difficulty for each of the first 5 problem, whereas for 3Colorability we generated graphs having from 80 to 260 nodes. The machine used for the experiments is a two-processor Intel Xeon “Woodcrest” (quad core) 3GHz machine with 4MB of L2 Cache and 4GB of RAM, running Debian GNU Linux 4.0. In order to obtain more trustworthy results, each single experiment has been repeated five times and the average of performance measures are reported. In order to study the performance of the system when the number of available processor increases, the system was run on the selected benchmarks with 1, 2, 3, 4, 5, 6, 7, and 8 CPU enabled.\(^3\)

The results of the analysis are summarized in Fig. 1. In particular, the table in Fig. 1a reports the instantiation times and standard deviation elapsed, as the number of enabled CPUs grows from 1 to 8, for solving the problem instances of all the considered benchmarks; whereas the average efficiency\(^4\) for the same problems is reported in Fig. 1b.

\(^2\) Encodings and instances can be downloaded at http://www.mat.unical.it/ricca/downloads/parallelground10.zip.

\(^3\) The CPU \(n\) was disabled/enabled by running the linux command `echo 0/1 >> /sys/devices/system/cpu/cpu-\(n\)/online`.

\(^4\) Efficiency is given by the run time of the sequential algorithm divided by the runtime of the parallel one times the number of processors.
Looking at both the tables it is possible to see that the performance is nearly optimal, it slightly decreases as the number of processors increases, and rapidly increases when the difficulty of the input instance grows. The granularity control heuristics has been able to catch easy rules and perform their instantiation sequentially. The load balancing mechanism resulted to be effective and produced a well-balanced workload between CPUs.

Summarizing, the parallel instantiator behaved very well in all the considered instances, indeed its efficiency rapidly reaches good levels and remains stable when the sizes of the input problem grow. Importantly, the system offers a very good performance already when only two CPUs are enabled (i.e. for the largest majority of the commercially-available hardware at the time of this writing) and efficiency remains at a very good level when up to 8 CPUs are available.
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