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Abstract

In this paper we study the introduction of modal past temporal op-
erators in Temporal Equilibrium Logic (TEL), an hybrid formalism that
mixes linear-time modalities and logic programs interpreted under stable
models and their characterisation in terms of Equilibrium Logic. We show
that Kamp’s translation can also be used to translate the new extension
of TEL with past operators into Quantified Equilibrium Logic. Addition-
ally, we provide a method for removing past operators that consists in
replacing past-time subformulas by fresh auxiliary atoms, obtaining an
equivalent formula, modulo the original alphabet.

1 Introduction

Many scenarios of commonsense reasoning require the combination of two cen-
tral dimensions in Knowledge Representation (KR): Temporal Reasoning and
Non-Monotonic Reasoning (NMR). Due to the strong connection between NMR
and Logic Programming (LP), one interesting strategy is to rely on the litera-
ture on (temporal) modal extensions of LP. This research area dates back to the
eighties with several approaches (see survey by |[Orgun and Mal (1994)), start-
ing with the seminal work by Luis Farifias del Cerro |[Farinas del Cerro| (1986)
on the MOLOG system, that introduced different types of modalities into Pro-
log. Other extensions (Abadi & Mannal [1989; |Gabbay| |1987b; Orgun & Wadge|
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1992)) were specifically focused on enriching LP with temporal modalities as
those handled in Linear-time Temporal Logic (LTL) (Kampl|1968} Pnuelil [1977):
O standing for “always,” ¢ standing for “eventually” or O standing for “next.”
However, most of them imposed some syntactic restrictions and disregarded the
use of default negation. For instance, the system TEMPLOG (Abadi & Mannaj,
1989)) introduced a particular syntax where temporal modalities only affect for-
mulas in the rule body, in a restricted manner, to the rule itself. An example of
a TEMPLOG rule is:

O(p < Og A Or) (1)

As shown in (Baudinet| [1992), this syntax had the semantic advantage of yield-
ing a unique, least Herbrand model for any TEMPLOG program, as happens
with positive logic programs in the non-temporal case. Unfortunately, these
syntactic limitations make its use not very suitable in KR. On the one hand,
the absence of default negation is a serious drawback that prevents the rep-
resentation of defaults and NMR. On the other hand, even if we focus on the
temporal perspective, the way in which modal operators are used in TEMPLOG
is not natural in terms of a commonsense description of a dynamic domain. Take
the rule as an example. This expression may make sense under a top-down
Prolog reading: at any moment, to fulfil goal p we need to satisfy g at the next
state and r at some point in the future. However, if we use a bottom-up reading,
more common in causal laws used in action languages, would assert that if
q holds at the next state and r occurs in a future situation, then p is always
caused to be true now. What makes an expression of this kind look unnatural
is that, excepting in science fiction scriptaﬂ commonsense causal laws normally
describe the cause-effect relations from past to future, not the other way around.
For instance, if we want to express that pushing a button lights a lamp in the
next situation, unless we can prove that it is broken, we would require a rule
like:

O(Olight < push A =broken) (2)

which cannot be represented in TEMPLOG, since it does not allow rule heads
with O or & operators, and cannot deal with default negation —.

Part of the syntactic limitations present in the temporal LP approaches from
the eighties were mostly due to the fact that a satisfactory semantics for default
negation in (non-temporal) LP was not successfully proposed until the last part
of the decade. |Gelfond and Lifschitz| (1988) defined the stable model semantics
that eventually gave rise to a new LP paradigm called Answer Set Programming
(ASP) (Marek & Truszczynski, [1999; [Niemelal [1999), becoming nowadays one of
the most successful frameworks for practical problem solving and KR. Moreover,
as shown by |Pearce| (1997)), stable models can be logically characterised in terms
of Equilibrium Logic, a formalism that defines a model selection criterion for the

L As an interesting formal classification of time-travel narratives, see (Morgenstern, [2014).



(monotonic) intermediate logic of Here-and-There (HT) (Heyting, 1930). The

equilibrium logic characterisation has eventually allowed the definition of stable
models (Ferraris, Lee, & Lifschitz, [2007)) for arbitrary theories without syntactic
limitations.

In principle, the extension of HT to the temporal case could be designed
as an example of intuitionistic (or intermediate) modal approach, as in
and also studied by [Farinas del Cerro and Raggio| (1983). In
order to obtain a temporal extension of Equilibrium Logic, one further needs to
generalise the model minimisation from the latter to temporal (intuitionistic)
interpretations. Such an extension of Equilibrium Logic to incorporate LTL
modal operators was, in fact, proposed in a series of papers (Aguado, Cabalar,
Diéguez, Pérez, & Vidal, 2013} |Cabalar, 2015 (Cabalar & Pérez, 2007) under
the name of Temporal Equilibrium Logic (TEL). TEL defines a temporal stable
model semantics for any arbitrary theory, and so, it allows free combinations of
the temporal operators and LP constructs. In this way, is now representable
in TEL and behaves like a standard ASP program containing the rules:

light(I + 1) < push(I),-broken(I)

for any integer I > 0. Moreover, we can represent, other expressions that are not
representable in ASP (unless we add auxiliary atoms) such as:

(O light < push A -broken)

meaning this time that the light will be eventually on, but perhaps with a delay
of n > 1 of situations. Although a prover has been built (Cabalar & Diéguez,
to compute temporal stable models for arbitrary (propositional) temporal
theories, such a syntactic flexibility is not so much exploited in practice. If we
look at the usual encoding of action scenarios in TEL, rules like (directed
from future to past) simply do not occur. In fact, this has led to the definition of
a particular syntactic subset, called splittable (Aguado, Cabalar, Pérez, & Vidall
temporal logic programs, where formulas are constraints like O(L < ¢) or
have the form:

O(Oa <« OB A7) (3)

where « is a disjunction of literals (an atom or its negation), and 5 and v are
conjunctions of literals. For instance, (2]) is in splittable form. The temporal
stable models for a splittable program can always be captured as the classical
LTL models of a temporal formulaEl and so can be computed (Cabalar & Diéguez
using an LTL model checker as a backend.

Splittable programs cover most examples of transition-based action domains
in the literature and allow an arbitrary use of temporal operators in constraints.
However, their expressiveness for describing causal laws is limited to where
the use of temporal operators is rather restrictive. Moreover, as discussed before,

2This result holds for splittable programs, but not for arbitrary theories, as shown
in (Bozzelli & Pearce, 2016).




even if they are extended to allow more expressive operators in the rule body,
as in , the expressions we obtain seem awkward because they would describe
causation from future to past.

A more natural choice for handling expressive modalities in causal laws would
be using past operators in the rule bodies (that express the law precondition)
and using future operators for the rule heads or for the constraints describing
the valid narratives. As an example, suppose that the lamp takes a pair of
situations to “warm up” if we pushed the button for the first time:

O(OOlight <« push AB-push) (4)

where B stands for “it has always been true.” Of course, we can represent
this example without past operators if we introduce an auxiliary predicate to
remember that push has been true before:

O(OOlight <« push A -pushed)
O(Opushed <« push)
O(Opushed <« pushed)

However, in the general case, past operators allow much more flexible and com-
pact queries on the past narrative without the need of introducing auxiliary
atoms, which may become a potential source of errors in the specification.

Another justification for the introduction of past operators relies on the fact
that recent implementations of ASP solvers for incremental (Gebser, Sabuncu, &
Schaub), |2011)) and stream reasoning (Gebser et al. [2012)) which allow multiple-
shot execution of the solver, can exploit the search done in previous shots if
the time variable in the rules refers to the current instant in the head and
previous instants in the body. For instance, for this purpose, we would rather
be interested in representing as the equivalent formula:

O(light <« ©6(push A B-pushed))

where © means “in the previous state.”

It has been proved (Gabbay, [1987a; |Gabbay, Pnueli, Shelah, & Stavil, [1980))
that LTL with past operators can be translated into an equivalent pure future
formula evaluated at the beginning of the path. Still, as shown in (Markey,
2003)), any LTL with past is exponentially more succinctﬁ than pure-future LTL.

In this paper, we consider an extension of TEL (and THT) to include past
operators and show that this extension can be reduced to pure future TEL by
a translation that introduces auxiliary atoms.

2 Temporal Equilibrium Logic with past opera-
tors

We proceed now to define the syntax and semantics of the extension of Temporal
Equilibrium Logic with past operators.

3 Assuming that no auxiliary atoms are introduced.



2.1 Syntax

The logic of Linear Temporal Here-and-There (THT) is defined as follows. We
start from a finite set of atoms V' called the propositional signature. The syntax
of THT is the one from propositional LTL which we recall below. A temporal
formula ¢ in language Ly is defined as:

@ u= L|ploiAwe|wiVes|er =@ Opr|Opr [ Oeror U w2 pr R s
Op1 | Op1 | Byr | Sv1 | 018 @2 | 1T @2

where @1 and @9 are temporal formulas in their turn and p is any atom. Negation
is defined as —mp <p - 1 whereas T %" ~1. Note that ‘-’ will stand for default
negation in all non-monotonic formalisms described in this paper. The rest of
unary temporal modalities can be defined in terms of 4, R, S and T:

<><pd£fTZ/{<p D(pdEfLRga

S TS B 1T o

The intuitive reading of these operators is as follows:

« : ”
oUP = “ountil 7 S “p since (i .
o« . eT¢ = “ptriggers 1
pRY = “preleases ¥ “ "
« ” By = o always held
Op = “forever ¢ “ "
« » Sp = o held at some moment
S = eventually ¢ w . . "
o “pext o7 ©p = “if not initial, then previous ¢
14 14 B¢ = ‘“there is a previous ¢”

We define the following notation for a finite concatenation of O’s and &’s oper-
ators as follows:

O god—ef(p Oi

S <pd—ef<p ei

oo y) (withi>1)

o ly) (withi>1)

2.2 Semantics

An LTL-interpretation is an infinite sequence of sets of atoms Hy, Hq,... with
H; ¢ At, i > 0. Given two LTL-interpretations H and T, we write H < T to
stand for H; ¢ T; for all i > 0. As usual, H < T represents H< T and H # T,
that is, the inclusion relation holds in all states but is strict H; c T; for some
j 2 0. A THT-interpretation M is a pair of LTL-interpretations M (H,T),
respectively standing for here and there, such that H < T. An interpretation
M = (H, T) is said to be total when H =T.

Definition 2.1 (THT-Satisfaction) We say that an interpretation M = (H, T)
satisfies a formula @ at state k € N, written M, k = ¢, when the following recur-
sive conditions hold:



1. M,k Eep iff pe Hg, for any p € At.
2. Mk=Epnay iff MikE @ and M,k E .
3. M,k=pvy iff Mk p or Mk E .
4. Mk - iff for adllH € {H, T}, (H,T),k# ¢ or (H,T),kE1.
5 Mykeoy iff Mik+1E .

—~ Mk-1e¢ if k>0
6. M,k ESy Zﬁ{false if k=0

. Mk-1e¢ if k>0

7. M, kE=op zﬁ{ true if k=0

8 M,k=pUiffthereisj >k s.t. M,jEv and M,iE ¢ foralli,k<i<j.
9. Mkep R iff forallj >k s.t. M, j =1 orM,iE ¢ for somei, k<i<j.
10. Mk e S v iff there is j, 0<j <k s.t. M,jE v and M,i = ¢ for all

1,5 <i<k.

11. M ke o T o iff for all j, 0<j <k s.t. M,j =Y or M,iE ¢ for some
1,5 <i<k.

12. never M,k E1. X

In particular, the following LTL valid formulas are also THT valid:

pUY < PV (prO(pU 1)) (5)
pRY < PA(pvO(p RY)) (6)
pSY o Yv(pro(pS)) (7)
eT Y < Ya(pve(eTy)) (8)

A formula ¢ is THT-wvalid if M, 0 E ¢ for any M. An interpretation M is a
THT-model of a theory I', written M = T, if M, 0 & ¢, for every formula @ €T
It is not difficult to see that THT-satisfaction for a total interpretation (T, T)
collapses to LTL-satisfaction for T. As a result:

Observation 1 (T, T)=T in THT if and only if T =T in LTL. X

Some total models will be said to be in equilibrium if they satisfy the following
minimality condition in their “here” component.

Definition 2.2 (temporal equilibrium model) A total THT-interpretation
(T, T) is a temporal equilibrium model of a theory T if (T, T) =T and there is
no H < T, such that (H,T) =T. X

Since a temporal equilibrium model is a total model (T, T), by Observation
it corresponds to an LTL model T we will call temporal stable model.

Definition 2.3 (temporal stable model) If(T,T) is a temporal equilibrium
model of a theory I then T is called a temporal stable model of T'. X



We can alternatively represent any interpretation M = (H, T') by seeing each
m; = (H;,T;) as a three-valued mapping m; : V - {0, 1,2} so that, for any atom
p, m;(p) =0 when p ¢ T; (the atom is false), m;(p) = 2 when p € H; (the atom
is true), and m;(p) = 1 when p € T; N H; (the atom is undefined). We can then
define a valuation for any formula ¢, Writterﬁ M(y), by similarly considering
which formulas are satisfied by (H, T) (which will be assigned 2), not satisfied
by (T, T) (which will be assigned 0) or none of the two (which will take value 1).
By M;(¢) we mean the 3-valuation of ¢ induced by the temporal interpretation
M, that is, M shifted ¢ positions.

Definition 2.4 From the definitions in the previous section, we can easily de-
rive the following conditions:

1. Ml(l) =0

2. My(p) € mi(p)

3. Mi(pa) € min{M;(0), My(¥)}; My(pve) € maz{M;(), Mi(¢)}

aet [ 2 if M; () < M; (%))
4. Mi(p =) = { M;(v)) otherwise

5. M;(0p) " My, (p)

def | Mi_i(p) if i>0

. Mi(e@‘{z ' if i=0
~ ydef | Mi_1(p) if i>0

7 Mi(e@)‘{o ST iso

8. Mi(p U ¥) E maz{ min{M;(y),My(p) |i <k <j}|j>1i}

9. Mi(p R ¢) € min{ maz{M; (), My(p) |i <k <j}|j>i}

10. Mi(p S ) " maz{ min{M; (1)), My(p) | j < k<i}|j <i}
1. Mi(p T ) € min{ maz{M;(¥),My(p) | j <k <i}|j <i}

Under this alternative three-valued definition, an interpretation M satisfies
a formula ¢ when M(p) = 2. When M = (T, T), its induced valuation will
be just written as T(¢) and obviously becomes a two-valued function, that is
T(p) € {0,2}. A pair of useful observations:

4We use the same name M for a temporal interpretation and for its induced three-valued
valuation function — ambiguity is removed by the way in which it is applied (a structure or a
function on formulas).



Observation 2 Given M = {H, T} and a pair of formulas ¢,v, if M(p) =
M(y)) then also T(p) = T(¥). =

Observation 3 For any interpretation M, M E ¢ < ¢ iff M(p) = M(¥)
whereas, M E O(p < ) iff for all i >0, M;(p) = M;(9).

Example 2.1 (from (Markey, 2003))) While in TEL we can express, for in-
stance, that any request is eventually granted:

O (request — Ogrant)

with past-time modalities, we can express that a grant should be preceeded by a
request

O (grant — &request)

3 Translating TEL into Quantified Equilibrium
Logic

Quantified Equilibrium Logic (Pearce & Valverde, [2008]) (QEL) extends Equilib-
rium Logic to the first-order case. As in the propositional setting, QEL defines
a selection of models among those from the monotonic logic of Quantified Here
and There (QHT).

The definition of QHT is based on a first order language denoted by L =
(C,F, P), where C, F and P are three disjoint sets that represent constants,
functions and predicates, respectively. Variables will only be used in the scope
of a quantifier: in other words, we assume closed formulas (sentences). Given a
domain D we define the sets:

e Atp(C,P) stands for all ground atoms that can be formed from (C' U
D, F,P).

e Th(C,F) all ground terms that can be obtained from (C'u D, F, P).
A QHT-interpretation is a tuple M = ((D, o), I, I;) such that

e 0:Tp(C,F) —» D is a mapping from ground terms into elements of the
domain satisfying that o(d) =d if de D

e I, I, are two sets of ground atoms from Atp(C, P) such that I, € I;

We assume here a version of QHT taking static (or uniform) domain and
decidable equality. Briefly, this means that the domain D is common to worlds
h and t and that equality is a “decidable” predicate, that is, it satisfies the
excluded middle axiom (z=y) Vv -(x=y). Given two QHT interpretations,
M =((D,0),I4,1I;) and M’ =((D’',0"), 1, I]), we say that M < M" iff D = D',
o=0', I, =1I] and I}, ¢ I;. If, additionally, I}, c I] we say that the relation is
strict (denoted by M < M’).



Definition 3.1 (QHT semantics from (Pearce & Valverde, [2008)) The
satisfaction relation for a QHT interpretation M = ((D, o), I, I;) is defined as
follows:

e MET, MKL

o MEp(m1,7) iff p(o(71),-0(70)) € I

e MeT=7"iff o(r) =0(7").

e MeEpAY iff ME @ and M

e MeEopVY iff ME @ or MEY

e MeEp—>vY iff Mt o or M, and ((D,0), I, It) E o =

e MEeVz, o(z) iff ME p(d), for allde D

e M3z, p(a) iff ME ¢(d), for some de D

As usual, we say that a QHT-interpretation M is a model of a first order
theory T iff M E ¢ for all ¢p €T

Definition 3.2 (quantified equilibrium model from (Pearce & Valverde, 2008))
Let ¢ be a QHT formula. A QHT total interpretation M is a first-order equi-
librium model of ¢ if M E ¢ and there is no model M’ < M of . X

For our purposes, it is convenient to define a particular subclass of QHT
theories. We define the fragment of QHT called monadic here-and-there with
inequality, MHT(<), by syntactically restricting all predicates to monadic, ex-
cepting a binary predicate <. Moreover, we also fix the domain D to be the
set of natural numbers D = N so that < captures the standard ordering among
them. We consider the time constant 0 to stand for the initial situation. Given
that both the domain and the interpretation of < are fixed, interpretations will
only vary for ground atoms in A¢(N, P), that is, those formed with the set of
monadic predicates P and elements from N. Then, MHT (<) interpretations can
be simply given by pairs (H,T) with H ¢ T ¢ At(N,P). As usual, we write
x >y to stand for —=(z < y). We will also use the following abbreviations:

Vet o ¥ va(t<z o)
Jr>t. @ def Jz(t <z A )
Vo e[t z). ¢ def Ve(t<ax Az <z—>p)
Jrelt,z). e ¥ Ja(<zrz<zag)

Fragment MHT(<) imposes exactly the same restrictions on QHT than the
so-called monadic first-order logic with inequality, FOL(<), does on classical
First-Order Logic (FOL). This subclass of FOL was used by [Kamp| (1968) in his
famous theorem where he proved that LTL is exactly as expressive as FOL(<), so



that we can actually see the former as a fragment of FOL. This result was sepa-
rated into two directions: proving that LTL can be translated into FOL(<) and
vice versa. For the first direction, Kamp defined the following translation from
modal formulas into quantified first-order expressions:

Definition 3.3 (Kamp’s translation) Kamp’s translation for a temporal for-
mula ¢ and a timepoint t € N, denoted by [¢]:, is recursively defined as follows:

e [L]: !

[p]: € p(t), with p € At

e [-a], = -[a],

e [an Bl = [a]i A [B]:

e [av Bl = [al, v [B];

[a > 8] = [, > [8]:

[oal: = [adia

[a U 31 € 3w >t ([Blo A Vy € [t,2). [a],)
[a R Bl = Va2t ([Bla vy e[t ). [al,)

def | [a]i1 ift>0
T

[Sal: = ift=0

~ 4 def | [a]im1 i t>0
[ea]t:{i " ift-o

[a S Bl ¥ 30<a<t ([Bl.AVye(at] [al,)

[T BL €' v o<a<t ([BlavIye (z,t] [o],)

Note how, per each atom p € At in the temporal formula ¢, we get a monadic
predicate p(x) in the translation.

The effect of this translation on the derived operators <&, O, & and 8 yields
the quite natural expressions:

[Oaly =V 2t [a], [Caly=3Fz 2t [a],
[Bal=Vx <t [al, [©ali =Tz <t [a].

Definition 3.4 (THT-MHT(<) interpretation correspondence) Given a
THT interpretation M = (H, T) on a signature (set of atoms) V', we say that
the MHT (< )-interpretation M = (H,T) corresponds to M iff

10



e pe H; iff p(i) € H, for all i e N.
e peT; iff p(i) €T, for all i e N. X

We now prove that when considering this model correspondence, Kamp’s trans-
lation allows us to translate a THT theory into a corresponding QHT one.

Theorem 3.1 Let ¢ be a THT formula built on a set of atoms V, M =(H,T) a
THT-interpretation on V and M = (H,T) its corresponding MHT (< )-interpretation
from Definition[3.4 It holds that: VieN, M,ikE p iff ME[p];.

Proof. We proceed by structural induction.
e If p =1 then [¢]; = L and the result is straightforward.

e If o = p is an atom, then [p]; = p(i) and we get the chain of equivalent
conditions: M,iEp < pe H; < p(i) e H < M E p(i).

o If p=a S we get:

M,ieanf M,iEa and M,iE «
M e [a]; and M = [8]; (applic. of the induction hyp. on «, 3)
M [ali A [Bi

M [anp];

g0

e The proof for ¢ = a v g is analogous to the one for a A S.

o If p=a— 3 we get:
M,ika— B« forany H € {H, T}, (H,T),i# o or (H ,T),iEf

Now, since the THT-interpretation (T, T') also corresponds to the MHT (<)
interpretation (7,7 ) we can apply the induction hypothesis on the sub-
formulas, so that we continue with the equivalent conditions:

(fOI" any H' e {HvT}7 <Hl77—> ’?é [a]l or (HI,T) E [B]l) hnd ((7{77-) E [a - B]l)

o If ¢ = Oa we get the equivalent conditions:
M,iE0a < M,i+lka
< Me[alin (by applying the induction hypothesis)
< MEe[oa];

o If p=6a and i >0 we get the equivalent conditions:

M,ikoa < M,i-1lka«a
< MEe[alia (by applying the induction hypothesis)
< MEe[eal;

If ¢ = 0 then M, 0 E ©a, whereas M  [©a]p = T is also trivially true.

11



e If ¢ = Ba, the case for i > 0 is treated as in the previous proof for ea
whereas, if i = 0, we get that M, 0 £ 6« is false, whereas M E [Ba]g = 1

is also trivially false.

o If p=a U  we get the equivalent conditions:

Mical § <
<~
<~
<

Jk st. k>dand M,k S and Vje{i,...,.k-1}, M,j =«
Ik s.t. k2iand M [y and Vje {i,....k-1}, M= [a]]]
3k st. k>iand M e[S, and Vj if i <j <k then Mk [a];
Me[al B);.

Here we applied the induction hypothesis on « and £.

e The proof for ¢ = a R § is analogous to the one for a U 5.

o If p=a S B we get the equivalent conditions:

MirEaSp <
<
<~

Jkst. 0<k<iand M ke B and Vie{k+1,...,i}, M,jEa
Ik st. 0<k<iand Mk [B], and Vje{k+1,...,i}, Mk [a]f]
Jkst. 0<k<iand Mk [B]; and Vj if k< j<ithen M E [a],

As happens in the proof for the operator U, this step of the proof came
from the application of the induction hypothesis on « and 3.

e The proof for ¢ =« T [ is analogous to the one for a S .

Corollary 3.1 Let T be a temporal interpretation, T its corresponding first-
order interpretation and @ some temporal formula. Then, T is a temporal stable
model of ¢ iff T is a stable model of [¢]o. X

4 Removing past operators

In this section we introduce a method to remove past operators that relies on
replacing each past-time subformula x by a new fresh atom (or label) L, whose
truth is fixed by a set of additional future-time formulas. Replacing subformulas
by fresh atoms is a standard technique originally introduced by Tseitin [T'seitin
(1968) and well-known in automated theorem proving (Nonnengart & Weiden-
bachl 2001)) where it is normally used to avoid exponential size blowup when
transforming formulas into normal form.
We begin observing the following equivalences.

Proposition 4.1 For any THT formulas ¢ and v built on the signature V,
and any THT interpretation M, the following holds:

(T. 1) M,0E6p T
(T. 2) M,0=8p < 1
(T. 3) M,0E S < 9

12



(T. 4) M,0E Tt < ¢
(T. 5) EOCOp < @
(T. 6) =0 (pSh) < (0¥ v (Op A pS1))
(T.7) O (¢T1) « (0 A (0p v @T)).

Proof.

(T 1)

(T. 4

tautologies

(T.5)

(T.7

follow directly from Definition We prove next the
below. For any 7 > 0,

(T. 5)] We follow the equivalent conditions:

M; (OO < ¢) =2 < M;(00¢) = Mi(¢) < M;11(89) = Mi(p) = Mi(p) = M;(¢)

('T. 6)| Again, we use a chain of equivalent conditions
M; (O (¢S¢) <

R

(OY v (Op A pSY))) =2

M (O (¢S87)) = M; (O v (Op A pSY))

M; (O (¢Sv)) = maz {Mis1 () ,min {My () , Mi (pS9) }}

M; (O (¢S%)) = maz {Mis1 () , min {Mi.1 () , M1 (© (pS9))}}
M; (O (¢S7)) = maz {Mis1 (1) ,Mis1 (¢ A © (¢S7))}

M; (O (¢S7)) = Mis1 (¥ v (0 A © (pSY))) .

Finally, by (7) we conclude that M; (O (¢S%)) = My (¢Sv), which is

true.

(T. 7)] We use the equivalent conditions:

M (O (¢T)

0

68800

(OY A (OpveTY))) =2

M; (O (¢T9)) = M; (OY A (Op v 9T))

M; (O (¢T %)) = min{ M1 (¢) ,maz {Mis1 (), M; (9T ¥) }}

M, (O (¢T%)) = min {M;.1 (¢) ,max {Mi.1 () , M1 (© (¢T¥))}}
Mi (O ((PT'L/})) =min {Mi+1 (¢) ’ Mi+1 ((P AS, (@Tl/}))}

M; (O (¢T)) =M1 (¥ A (0 v O (eTH))).

Finally, by we conclude that M; (O (¢T%)) = M1 (9T %), which is

true.

Let v be an arbitrary formula with a past subformula y. We define the
replacement of x by label (fresh atom) L, , written 'yi‘x, in the following recursive

way.
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Definition 4.1 (Labelling) Let~y and x be two THT formulas in Ly such that
the latter is of the form ©p, Sy, Sy or T. We define Véx on Vi, = VUu{L,},
with Ly, being a fresh atom, as follows:

+ if v=1
p if y=peV
Opr, if y=0p
‘Pfx@lbfx if v=00Y and ©®c{A,v,> U R}
fo = e(‘PfX) if y=6¢pandy+x
§(¢fx) if 7=86¢ andy+x
(@fx) S (1/%)() if v=oSY and v #x
(W) T (W) if v=9T¢ andv#x
Ly if v=x

If we replace x by the new atom L,, the latter may have an arbitrary
meaning. To make L, play the role of the original formula yx, we will add the
formula:

O(OLy < ) A (Ly < T) if v = ey;
O(OLy < ¢) A (Ly < 1) if v = By;
O(0Ly « 0y v (0pALy) ) A (Ly < v) ify=(p S v);
0(0Ly < 0y A (0p Vv Ly) )A(Ly < v) ifvy=(e T ¥).

df (x) <

Our goal now is to prove that ’yfx Adf(x) and v are equivalent, modulo
the original alphabet. To this aim, for each interpretation M for the original
alphabet V| we consider the interpretation M® for the extended alphabet Vi, =
V u{L,} that fixes the truth of L, to be precise, M (x).

Definition 4.2 Given a THT formula x in Ly, of the form ey, S, 0S¢ or
T and a THT interpretation (in three-valued form) M, we denote by M€ the
following THT interpretation built on Vi, =V U {Ly}:

o[ f 1
X

From Proposition and the definition of M€, it is easy to determine that
df (x) is always true in M¢.

Lemma 4.1 Let v and x be two THT formulas in Ly such that the latter
is of the form ey, By, 0S¥ or ©Tvy. If M is a model of v then the THT
interpretation on Vi, M¢ defined before satifies that M = M® nV and also

M® =y Adf(x).

14



Proof.
For any atom p € V and ¢ > 0, M$(p) = M;(p), thus, the valuations for atoms in
M and M* coincide, which means that M = M®nV. Furthermore, since v does
not have labels and M i . From this and (9] it follows that Mo () = M§(7y) =
2.
On the other hand, if v = x we get that Mg(q/fx) =MG(Ly) = Mo(x) =2.
To prove that M€ satisfies the translation, it remains to be shown that M¢ &
df (). This proof comes directly from Proposition and the fact that M (L, ) =
M, (x), for all 4> 0.

The following lemma shows that, under interpretation M€, formulas 'yi‘x and

v are interchangeable.

Lemma 4.2 Let~y be a THT formula in Ly and M o THT interpretation such
that

M a5 Adf(x)-

For any THT formula x of the form ey, 8y, ¢Sy or ¢T+ and any i > 0, the
following property holds:
Mg (7, ) = M5 (7).

Proof. We use structural induction on ~.

1. When the subformula ~ has the shape T, L or an atom p this is trivial,
since vfx =~ by definition.

2. When v = ¢ e ¢ for any connective o € {A,v,—>}, then the proof follows
f;zm Definition and by applying the induction hypothesis on @fx and
Ly
To finish the proof, notice that df () is always true in M¢.

3. When v = O¢:
Mi((0p)X) = Mi(og))
- M5 (o)
= M¢S,(p) (induction)
= M;(oy)

4. v=(p U Y): we get

Mi((pU )L, ) = Mi((o)r, U (¥)y)
= maz{min{M;(yg ), Mi(ef )|i<k<j}|j>i}
= maz{min{M;), Mj(¢) |i<k<j}|j>i}
= M (pUrp)

5. The proof for v = ¢ R is similar to the one presented in the previous case.

15
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6. v = ©¢: here we must consider two cases; when v # y and v = x. In the
former case proceed as follows:

Mi((09)) = Mie(@)Y) (1)
= Mf—l((‘ﬂ)fx)
= M{5 () (induction)
- Mi(op)

while if ©p = x and ¢ = 0, we have that:

Mi((ep)r,) = MG(Ly) (x=7)
= M;(T) df (x)
= M§(ep). ((T.1)] from Prop. [A.1)
When ¢ > 0:
M;((ep)r, ) = Mi(Ly) (x=7)

= Mj,(oLy)
= Mi(p) df (x)
= Mi(eyp) (Definition [2.4)

7. v = 8p: following the same reasoning as above, for the cases v # x and
~ =x (with ¢ > 0), the argument we used coincides with the case v = 6.
The proof for the remaining case, v = x and i = 0 is presented below:

M§((Bp)r,) = MG(Ly)  (x=7)
= ML) df (x)
M (8yp) from Prop. [4.1])

8. 7= @SY: as in the previous cases, if v # x we have that:
Mi((p S ) = MI((9F. S (1) (x#7)
— maz{min(M; (0} ). M (o}, ) |7 <k<i} | <)
= max{min{M$(y), M (p) | j <k <i}|j<i} (induction)
= Mi(pSy).

On the other hand, if v = x and 7 = 0, we have that:

M5 ((¢ S ¥)1,) MG (Ly) (x=7)
MG () df (x)
MG (oS). from Prop.

However, in the case ¢ > 0 we can only prove that:

Mi((¢ S¥)g,) = Mi(Ly) (x=7)
= Mj,(oLy)
= M¢ (o v (0opAaLy)) (df (x))

= maz{Mj_,(0¢), min{M;_; (0p), Mi_, (Ly)}}
= maz{Mj (), min{M;(¢), Mi_; (Ly)}}.
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Unfortunately, we cannot get rid of L., since y itself is the formula to be
proved in the induction step. To prove that M7 (L, ) = M¢(x), we will
equivalently show that

Vi > 0 M{(Ly) = M{(0S0).

For the base case (i = 0) we proceed as follows:

Mg(Ly) = Mg(¥) (df (X))
M (oS ) from Prop. [L.1)).

For the inductive step we have:
Mf(LX) = Mf—l(OLx)
= M{,(0y v (0pALy)) (df(x))
= maz{M; (¢), min{M; (¢), M{_; (Ly)}}
— maz{ME(p), min{M¢(g), Me_ (¢S ¥)}}  (Induction)
= Mi(ypv(ere(eS¥))) (Equivalence )
= Mi(pS ¥).

9. The proof for v = ¢T ) is similar to the proof for v = pS.
Finally, we prove the correctness of the translation removing past operators.

Theorem 4.1 (Main result) Let v in Ly be a formula and x one of its sub-
formulas whose form is ©, B, S or T. It holds that:

{M[MEq}={M 0V | M kg Adf(x).

Proof. The ‘<’ inclusion immediately follows from Lemma[f.1] For proving
the ‘2’ inclusion, suppose that we have M€ such that M€ = vfx Adf(x). By

Lemma H we conclude that M§(y) = Mg('yi‘x) = 2, so M? is a model of +.
Since v is a formula in Ly, it follows that M°nV & ~.

Corollary 4.1 Given a past-THT formula v on Ly, every past operator in -y
can be removed by introducing auxiliary atoms. X

5 Conclusions

In this paper we have presented an extension of Temporal Equilibrium Logic
(TEL) that introduces past modalities. We have defined the syntax and seman-
tics of this extension and provided a translation that, by introducing auxiliary
atoms, allows removing past operators and using back the original version of
TEL that only deals with future time connectives.

As future work we will consider the implementation of these operators in the
tool STeLP, the axiomatisation of this extension as done in (Balbiani & Diéguez,
2016)) and the study of the complexity of the current translation. We also plan
to study the potential application as a high-level language for incremental ASP.
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